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ABSTRACT

Multiscale Modeling of Failure in Granular Media:

From Continuum Scales to Granular Scale

Qiushi Chen

Granular media, such as sand, are multiscale in nature. It is well known that the mechan-

ical behavior of such materials is essentially encoded at the granular scale. Therefore,

methods for upscaling information across relevant scales of interest – from granular scale

(∼ 1 mm) to field scale (> 1 m) – are needed to attain a more accurate modeling and

prediction of material behavior. In particular, multiscale analysis is important for con-

ditions involving failure of granular materials, such as penetration, strain localization, or

state transition, where the classical constitutive descriptions may no longer apply.

The main objective of this dissertation is to accurately model failure phenomena in

granular media by providing enhanced and more accurate material descriptions through

multiscale framework, where information at finer scales will be extracted and classical

phenomenological constitutive models can by bypassed. Three studies are presented:

footing/penetration caused soil failure, strain localization, and state transition from solid-

like to fluid-like state.
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In the first study, an internally consistent probabilistic model for material properties

is developed at multiple scales. The probabilistic simulation approach is coupled with the

finite element method, where finer scale is pursued only as necessary. The constitutive

response at the coarse scale is provided by fine scale computations.

In the second study, strain localization problem is analyzed using a multiscale strong

discontinuity approach, where evolutions of key material parameters will be obtained from

granular scale computations or local measurements from physical experiments. The infor-

mation is passed between scales through a hierarchical multiscale computational frame-

work.

The last study presents an enhanced continuum scale constitutive model for dry dila-

tive granular media, aiming to bridge solid-like and fluid-like state. The material strength

is composed of a dilation part and a rate-dependent residual strength. The dilatancy

strength plays a key role during solid-like behavior but vanishes in the fluid-like regime.

The residual strength is postulated to evolve with strain rate.

The multiscale approaches proposed in this dissertation provide missing linkage be-

tween continuum scale material descriptions and the underlying fine scale information,

which eventually lead to more accurate and realistic modeling of failure in granular me-

dia.
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CHAPTER 1

Introduction

1.1. Objective and statement of the problem

The main objective of this dissertation is to accurately model failure phenomena in

granular media by providing enhanced and more accurate material descriptions through

multiscale framework. The term ‘multiscale’ refers to the fact that the classical consti-

tutive models used to describe material behavior at the continuum scales are enhanced

by extracting information from finer scales, which can be continuum or granular scales.

Figure 1.1 shows the relevant scales of interest for granular media and applicability of con-

tinuum description or discrete description to different scales in this dissertation. Within
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Figure 1.1. Relevant scales of interest for granular media: from field scale to
granular scale, as well as applicability of continuum description and discrete
description. Adopted from [1]

the context of this dissertation, the definition of failure not only includes the classical



21

localized failure, such as shear band, which usually leads to significant reduction of load-

bearing capacity, but it also refers to state transition in granular media, i.e., transition

from a solid-like state to fluid-like state, as seen in granular avalanches.

Given the complexity and diversity of the failure forms in granular media, in this

dissertation we restrict our attention to some typical and representative problems. Three

studies are presented focusing on: (1) a field scale footing failure problem, where the

scale of interest is within the continuum regime; (2) a specimen scale strain localization

problem, where continuum scale is linked to grain scale information; (3) a state transition

problem, where the continuum scale model is enhanced to capture solid-like to fluid-like

state transition in granular media.

Together, these three studies aim to answer two important questions: for granular

media, what is the appropriate information to pass at a specific scale? how to enhance

the constitutive model at continuum scales given the knowledge at finer scales? Numer-

ical examples will illustrate how the performance of the enhanced models is improved

compared to classical models.

1.2. Motivation

The term granular media embraces a wide variety of materials both in nature and

in engineering applications. Examples of granular media include sand, sandstones, phar-

maceutical pills, and so on. Because of the abundant appearance, understanding and

modeling the failure phenomena in granular materials can be of great practical impor-

tance. For instance, the design of a foundation/footing resting on granular soils requires
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the knowledge of the bearing capacity of the underlying media; handling of granular pow-

der in pharmaceutical industries usually requires understanding the transition of granular

media from stable solid-like state to fluid-like state.

One of the major challenges in modeling failure in granular media is the constitutive de-

scription. Classical approaches consider phenomenology, which means they formulate the

observed phenomena directly in an appropriate but oftentimes sophisticated mathemati-

cal formalism. There is abundant work in the literature on phenomenological approach,

for instance, [3, 4, 5, 6, 7, 8, 9], just to name a few. However, classical phenomenologi-

cal constitutive laws face significant challenges in extreme conditions, such as localization

or penetration, and these constitutive laws are not yet able to faithfully capture state

transition in granular media. There are efforts in predicting onset of extreme conditions,

such as localization, using bifurcation theory, e.g., [10, 11]. But the prediction of bifur-

cation is sensitive to the constitutive model used and it is not clear how material behaves

after the onset of localization [12]. Therefore, new approaches beyond phenomenology

are needed to accurately model failure phenomena in granular materials. To this end, it

is important to recognize that granular materials are multiscale in nature (cf. Figure 1.1).

The mechanical behavior of such materials is essentially encoded at the grain level and

methods for upscaling such information across relevant scales of interest are needed for

accurate material description.

1.3. Methodology

In this dissertation, we propose multiscale approaches where material descriptions at

continuum scales are enhanced by information from finer scales. In particular, classical
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elasto-plasticity models are used to describe material behavior at the continuum scales

and are cast within non-linear finite element programs through computational plastic-

ity procedures [13]. At the granular scale, discrete element method (DEM) [14] and

high-fidelity local measurement data from physical experiments [15] are used as microme-

chanical model to provide material response.

Enhancements to constitutive response at the coarse scale are obtained through two

different approaches. In the first approach, the coarse scale constitutive responses (stress

response and constitutive tangent) are directly given by homogenized stresses and consti-

tutive tangents from finer scales. A concurrent information passing scheme is implemented

(following taxonomy by [16]), in which the coarse scale and fine scale are coupled directly

and the coarse constitutive responses are obtained from fine scales ‘on the fly’. This

approach is utilized in the multiscale random field study in Chapter 3. In the second

approach, the coarse scale and fine scale are not directly coupled. Instead, evolutions of

key material parameters (e.g., plastic internal variables) are extracted from granular scale

first, and then used as input into the coarse scale elasto-plastic models. This is termed

as hierarchical approach by [16]. The second approach is applied in Chapters 5 and 6

(the strain localization problem). The stress integration scheme used in the hierarchical

approach is based on the semi-implicit return mapping algorithm proposed in Chapter 4.

1.4. Structure of the Dissertation

This dissertation is organized in much the same chronological order as my research

work at Northwestern University. It covers all relevant scales of granular media, from

field scale all the way to granular scale. It starts from continuum descriptions of granular
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media at the field and specimen scales (Chapter 3), and then links continuum descriptions

with granular scale information (Chapters 4 and 5), and finally comes back to continuum

descriptions (Chapter 6). Regarding the failure phenomena, the localized failure is studied

in Chapters 3 and 5 and the state transition problem is studied in Chapter 6.

It should be noted that each of the main chapters (3, 4, 5 and 6) is a self-contained

study and has been or will be published in technical journals. The outline for each chapter

is listed as following:

Chapter 2 covers some fundamental research background that are important to the

rest of the dissertation. In particular, the classical elasto-plastic framework, governing

equations and finite element implementations with the presence of discontinuous kinematic

fields are discussed.

Chapter 3 presents a study on continuum scale footing failure problem where the

material properties are generated through internally-consistent probabilistic models de-

veloped at multiple scales. The probabilistic models are incorporated into a simulation

framework where refinement of material description to finer scales is pursued only as

necessary. Finite element method is coupled with the probabilistic simulation approach,

where the constitutive response at coarse scales will be provided by finer scale computa-

tions. Numerical examples are presented to show how the performance of the footing is

influenced by multiscale random fields.

Chapter 4 proposes a semi-implicit return mapping algorithm for plasticity models

with nonsmooth evolution laws. The key idea is to ‘freeze’ the plastic internal variables at

their previous state, followed by implicitly integrating stresses and plastic multiplier. Once

convergence is achieved, the plastic internal variables will be updated. The algorithm is
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able to handle nonsmooth evolution laws, which will be particularly useful in multiscale

computations when nonsmooth constitutive relationships are extracted from underlying

micromechanics. This algorithm is used as the backbone of the multiscale framework

utilized in Chapters 5 and 6.

Chapter 5 presents a study on specimen scale localization problem. The disconti-

nuities in the kinematic fields are accommodated through a finite element enhancement

technique called the assumed enhanced strain (AES) method. The underlying granular

scale information is extracted and used to enhance continuum scale constitutive descrip-

tions for materials both inside and outside the localization band. Both granular scale

computation and local measurement data from physical experiments are used to provide

evolutions of key plastic internal variables, such as friction and dilatancy. Numerical

examples are presented to show the applicability of the method.

Chapter 6 presents a rate-dependent plasticity model for dilative granular media

aiming to capture the transition from solid-like to fluid-like state. In the model, the

material strength is composed of a dilation part and a rate-dependent residual part.

The dilation strength plays an important role in the solid-like state but vanishes in the

fluid-like state. The proposed model is implemented into a finite difference program

applied to granular flow problem, and results from the model are compared with granular

particle simulations. Then, through the multiscale framework (as in Chapter 5), the

proposed model is implemented into a finite element program to simulate a specimen

scale localization problem. With the enhanced rate-dependent residual strength, it is

shown that the model is able to accurately capture experiment results.
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In conclusion, Chapter 7 summarizes some key findings of this dissertation. Limita-

tions for the current work are also discussed. And finally, possible future lines of research

are outlined.
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CHAPTER 2

Research background

Each of the following chapters, from Chapter 3 to Chapter 6, has in its introduction

a detailed literature review on related research topics: Chapter 3 on random fields and

multiscale analysis; Chapter 4 on integration algorithms and nonsmooth evolution laws;

Chapter 5 on localization modeling and multiscale analysis; Chapter 6 on granular flow. It

would be tedious and trivial to repeat those reviews in this chapter. Instead, this chapter

will cover research background contents that are important to this dissertation, but not

discussed in details in the following chapters. In particular, the general elastoplastic

framework for continuum description of granular materials, governing equations and finite

element implementations with the presence of strong discontinuities will be presented.

2.1. Elastoplastic framework for continuum description of granular materials

Elastoplasticity is perhaps the most widely utilized framework for describing material

nonlinearities and inelastic behavior. Throughout this dissertation, elastoplasticity will

be utilized for the continuum scale description of granular materials. In this section, the

main ingredients of classical elastoplastic framework for infinitesimal deformations will be

presented. Then, the Drucker-Prager plasticity model particular suitable for describing

granular materials will be discussed.
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2.1.1. Classical elastoplastic framework

Many materials, such as granular materials and metals, when loaded, typically exhibit

elastic behavior up to a stress called the yield strength. Once loaded beyond the yield

strength, materials develop plastic strains or irrecoverable deformations. The main ingre-

dients of a framework describing such elasto-plastic behavior consist of the following:

• Elastic domain and the yield function

We first define a function F : S × Rndim, such that the admissible states {σ,α} are

constrained to lie in the set E defined as

(2.1) E := {(σ,α) ∈ S× Rndim|F (σ,α) ≤ 0}

where S is the space of symmetric second-order tensors and Rndim is the set of real numbers

in n-dimension. σ is the stress tensor and α is the internal variables. The interior of E,

denoted by int(E), is given as the elastic domain

(2.2) int(E) := {(σ,α) ∈ S× Rndim|F (σ,α) ≤ 0}

the boundary of E, denoted by ∂E, defines the yield surface

(2.3) ∂E := {(σ,α) ∈ S× Rndim|F (σ,α) = 0}

In classical elastoplasticity, only states {σ,α} within or on the boundary of E are con-

sidered to be admissible.

• Additive decomposition of the strain tensor



29

Within the regime of infinitesimal deformations, it can be assumed that the total strain

rate tensor ε̇ can be decomposed into an elastic part ε̇e, and a plastic part ε̇p such that

(2.4) ε̇ = ε̇e + ε̇p

It should be pointed out that ε̇ can be viewed as an independent variable, and the plastic

strain rate will be given by the flow rule shown later. Then, the above decomposition can

be seen as a definition for the elastic strain rate tensors as

(2.5) ε̇e = ε̇− ε̇p

• Generalized Hooke’s law giving the stress response

The stress rate tensor σ̇ is related to the elastic strain rate tensor through fourth-order

elastic moduli ce

(2.6) σ̇ = ce : ε̇e

where, for isotropic linear elasticity, the elastic moduli tensor is given as

(2.7) ce = K1⊗ 1 + 2µs(I − 1

3
1⊗ 1)

where K and µs are the elastic bulk and shear modulus, respectively. 1 is the second-order

identity tensor. I is the fourth-order symmetric identity tensor with components defined

through second-order identity tensor as

(2.8) Iijkl =
1

2
(δikδjl + δilδjk)
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Alternatively, by substituting equations (2.5) into (2.6), making use of flow rule (2.11)

and consistency condition (2.13), the stress rate tensor can also be related to the total

strain rate tensor through

(2.9) σ̇ = cep : ε̇

cep is the fourth-order elasto-plastic moduli

(2.10) cep = ce − 1

χ
ce : g ⊗ f : ce; χ = H − g : ce : f

where f := ∂F/∂σ, and g := ∂G/∂σ, with F being the yield function and G being the

plastic potential function. H is the hardening modulus defined in (2.15).

• Flow rule and the Kuhn-Tucker conditions

The flow rule governs the evolution of plastic strain tensor, via some plastic potential

function G(σ,α)

(2.11) ε̇p = λ̇g, g :=
∂G(σ,α)

∂σ

where λ̇ ≥ 0 is called the plastic multiplier or consistency parameter. For the case when

G = F , the plastic strain rate will be normal to the yield surface F , the flow rule is said to

be associative. The associative flow rule is commonly used in metal plasticity. However,

in many other materials, such as granular materials, experimental evidence oftentimes

suggests a non-associative flow rule, i.e., the plastic strain rate not normal to the yield

surface. In this case, G 6= F .
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Furthermore, the consistency parameter λ̇ ≥ 0 is assumed to obey the Kuhn-Tucker

optimality conditions

(2.12) λ̇ ≥ 0, F (σ,α) ≤ 0, and, λ̇F (σ,α) = 0

In addition to the Kuhn-Tucker conditions, λ̇ ≥ 0 satisfies the consistency requirement

(2.13) λ̇Ḟ (σ,α) = 0

• Evolution laws for internal variables

Evolution laws for internal variables α are given as

(2.14) α̇ = λ̇α̂(σ,α)

The evolution of the yield surface due to the plastic flow takes the form

(2.15)
∂F

∂α
· α̇ = −λ̇H

where H is called the hardening modulus. It should be pointed out that most evolution

laws of internal variables are based on phenomenology, involving calibrating a large set of

parameters. Oftentimes, the selection of parameters are quite arbitrary.

2.1.2. Drucker-Prager plasticity model for granular materials

For granular materials, frictional and dilatational effects are significant. The plastic be-

havior depends on pressure, and in general, obeys non-associative flow rule. Within the

general elastoplastic framework, this subsection presents the Drucker-Prager (D-P) model
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[4], which takes into account all these features and is widely used for describing behavior

of dilate frictional materials. This model will be utilized to describe granular material

behavior at the continuum scale, throughout this dissertation.

First, we define two stress invariants, pressure p and deviatoric stress invariant q as

(2.16) p =
1

3
trσ; q =

√
3

2
‖s‖

with tr � = � : δ as the trace operator, s = σ − pδ as the deviatoric component of the

stress tensor. ||�|| denotes the L2 norm of �. Similarly, two invariants of the strain rate

tensor are defined as

(2.17) ε̇v = tr ε̇; ε̇s =

√
2

3
‖ė‖

where ė = ε̇ − 1/3ε̇vδ is the deviatoric component of the strain rate tensor. Using

the aforementioned invariants of the stress tensor, the yield function F and the plastic

potential function G for the D-P model can be defined as

F (p, q, µ) = q + µp− cf = 0(2.18)

G(p, q, β) = q + βp− cq(2.19)

where cf is a cohesion parameter, and cf = 0 for cohesionless granular materials; cq is a

cohesion-like parameter that ensures the plastic potential surface G is always attached to

the current stress point. µ and β are two internal variables. On p versus q plot, the above

yield surface represents a straight line. Further more, the gradient of the function can be
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computed as

f : =
∂F

∂σ
=

1

3
µ1 +

√
3

2
n̂(2.20)

g : =
∂G

∂σ
=

1

3
β1 +

√
3

2
n̂(2.21)

where n̂ := s/||s|| is the unit direction vector for the deviatoric stress tensor s.

There are two plastic internal variables involved in the D-P model: frictional parameter

µ and dilatancy parameter β. The physical significance of µ is that it relates the allowable

increase (or decrease) in shear stress for a given increase in pressure. On the other hand,

β represents the the corresponding increase (or decrease) in plastic shear strain to a given

change in plastic volumetric strain. At yielding (F = 0), µ and β can be obtained as

(2.22) µ = −q
p

; β =
ε̇pv
ε̇ps

These physical interpretations afford the model a clear linkage to micromechanics, as will

be presented Chapter 4 – 6 of this dissertation.

2.2. Governing equations and finite element implementations with the

presence of strong discontinuities

This section will cover governing equations (strong form, weak form), as well as finite

element implementations, for boundary value problems with the presence of strong discon-

tinuity. As termed in [17], ‘strong discontinuity’ refers to discontinuity in the displacement

field, while ‘weak discontinuity’ involves discontinuity in the deformation gradient.
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2.2.1. Governing equations

The domain of interest here is a body Ω split into two parts, Ω+ and Ω−, by a surface of

discontinuity S. Γu and Γt are the boundaries subjected to the usual essential and natural

boundary conditions, respectively. v is the outward norm of the boundary Γ. n is the unit

norm of the discontinuity surface S, pointing to Ω+. An additional subdomain Ωh ⊂ Ω is

defined by two arbitrary boundaries ahead (Sh+) and behind (Sh−) the discontinuity surface,

and split by S into the subdomains Ωh
+ and Ωh

−. This sub-domain defines the local support

of the discontinuity surface. Also, it is assumed that Γu is outside Ωh (Γu ∩ Ωh = ∅).

n

Ω−

Ω+

Ωh
−

Ωh
+

Sh
+

Sh
−

S

Γ = Γu ∪ Γt

v

Figure 2.1. Domain Ω with the surface of discontinuity S.

The total displacement field can be decomposed into a continuous part and a discon-

tinuous part as

(2.23) u(x) = ū(x)︸ ︷︷ ︸
continuous

+MS(x)[[u]](x)︸ ︷︷ ︸
discontinuous

where [[u]](x) is the displacement jump. The scalar functionMS(x) generates discontinuity

on the surface and is given by
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(2.24) MS(x) = HS(x)− fh(x), with supp [MS] = Ωh
+ ∪ Ωh

−

where “supp” means the support of a function. HS(x) is the Heaviside function on S

defined by

(2.25) HS(x) =

 1 x ∈ Ω+

0 x ∈ Ω−

and fh(x) is any arbitrary smooth function that satisfies the following requirements

(2.26) fh(x) =

 1 x ∈ Ω+\Ωh
+

0 x ∈ Ω−\Ωh
−

The local (strong) form of the quasi-static equilibrium equations with the presence of

discontinuity surface may be expressed as [18, 19]: Given b : Ω→ Rndim, t∗ : Γt → Rndim

and u∗ : Γu → Rndim, find u : Ω× [0, T ]→ Rndim ([0, T ] is the time interval of interest),

such that

∇ · σ + b = 0 in Ω\S(2.27)

u = u∗ on Γu(2.28)

σ · v = t∗ on Γt(2.29)

σ+ · n = σ− · n on S(2.30)

σS · n = σ+ · n(= σ− · n) on S(2.31)
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where b is the body force, u∗ and t∗ are prescribed displacement and traction vectors,

respectively. Equations (2.27), (2.28) and (2.29) are the classical strong form for quasi-

static problems with continuous displacement fields. In equations (2.30) and (2.31), σS is

the stress field on the surface S. σ+ and σ− are the stress fields in Ω+ and Ω−, respectively.

Equations (2.30) and (2.31) state the traction vector continuity condition across the band

and provide additional set of equations to solve for the displacement jump.

The variational (weak) form of the quasi-static equilibrium equations may be expressed

as [18, 19]: Given b : Ω→ Rndim, t∗ : Γt → Rndim and u∗ : Γu → Rndim, find u ∈ U, such

that for all η ∈ V

(2.32)

∫
Ω

∇sη : σdΩ =

∫
Ω

η · bdΩ +

∫
Γt

η · tdΩ +

∫
S

η · ([[σ]] · n)dΓ

where η is the test functions. V is the space of admissible test functions

(2.33) V = {η : Ω→ Rndim|η = 0 on Γu}

and U is the space of admissible trial solutions

(2.34) U = {u : Ω→ Rndim|u = u∗ on Γu}

It is shown in [18] that the weak form (2.32) together with admissible test function

η ∈ V yield the the governing equations (the strong form) given by (2.27) −− (2.31).

Therefore, the boundary value problem can be solved equivalently by considering the
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weak form (2.32) with admissible trial solutions, test functions and necessary constitutive

equations.

2.2.2. Finite element implementations: Petrov-Galerkin formulation

Consistent with the displacement field (2.23), the admissible test function may be defined

as

(2.35) η = η̄ +MSβ

where η̄ is the regular part of the test function that satisfies η̄ = 0 on the essential

boundary Γu, MSβ is the variation jump on S for any β ∈ Rndim.

Then, the gradient of the test function consists of a regular part and an enhanced part

(2.36) ∇sηh = ∇sη̄h︸ ︷︷ ︸
regular

+ γ̃h︸︷︷︸
enhanced

The field of test functions for enhanced strain is derived by construction so that the

stability and convergence condition set forth in [20] and [21] are satisfied. A specific field

of test functions satisfying such requirement is given as

(2.37) Ẽ
h

γ =

{
γ̃h ∈ (H0

)ndim | γ̃h =

(
− lS
Ae

+ δS

)
ψ

}

where in two dimensions, lS is the length of the discontinuity line and Ae is the area of

the localized element.

As for the trial solutions, the discontinuous displacement fields (2.23) result in strain

fields with delta functions. The conventional finite element methods cannot meet such



38

conditions and therefore, special treatment is needed. One common method is the assumed

enhanced strain method [21], where the character of the discontinuity is captured by local

enrichment of the strain fields at the element level. The total strain field consists of a

regular part and an enhanced part

(2.38) εh = ∇sūh︸ ︷︷ ︸
regular

+ ε̃h︸︷︷︸
enhanced

, ε̃h = ([[u]]⊗∇Mh
S )s

The space of trial functions for the enhanced strain is then given as

(2.39) Ẽ
h

ε =
{
ε̃h ∈ (H0

)ndim | ε̃h = ([[u]]⊗∇Mh
S )s
}

In general, we may have Ẽ
h

ε 6= Ẽ
h

γ , which is a situation of the so-called Petrov-Galerkin

formulation. Within this context, the standard variational formulation of the discretized

finite element problem is given by the following equations

(2.40)

∫
Ωe

∇sη̄h : σ̇dΩ =

∫
Ωe

∇sη̄h : ḃdΩ +

∫
Γe

∇sη̄h : ṫdΓ

(2.41)

∫
Ωe

γ̃h : σ̇dΩ = 0

Equation (2.40) is the standard weak form of equilibrium. Equation (2.41) implies the

traction continuity condition across the discontinuity surface S, and can be shown to

recover the consistency condition on the band [22].

To obtain the matrix form, we make the substitutions

(2.42) η̄h →Npe, ∇sη̄h → Bpe, ψ → αe, (m⊗∇fh)s → βe
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where pe is an arbitrary vector of nodal displacements, ψ := ∂F/∂σ. Making use of the

constitutive equations (e.g., equation (5.11)), the matrix form is then written as

(2.43)

 Ke
dd Ke

dξ

Ke
ξd Ke

ξξ


 ḋe

ξ̇e

 =

 Ḟ e
ext

0


where ḋe is the nodal displacement rate vector, the components of stiffness matrix Ke

are

Ke
dd =

∫
Ωe

BTDEBdΩe, Ke
dξ =

∫
Ωe

BTDEβedΩe,

(2.44) Ke
ξd =

∫
Ωe

αeTDEBdΩe, Ke
ξξ = −

∫
Ωe

(
αeTDEβe +H

)
dΩe

where DE is the matrix counterpart of the elastic moduli ce. The external force Ḟ e
ext is

written as

(2.45) Ḟ e
ext =

∫
Ωe

NT ḃdΩe +

∫
Γe

NT ṫdΓe

Element level condensation is then performed to eliminate ξ̇e, which is assumed to be

piecewise constant in the assumed enhanced strain method.

2.2.3. Finite element implementations: standard Galerkin formulation

An alternative way for matrix formulation, as recently proposed by [22, 23, 24, 25],

eliminates ξ̇e at the material point level and utilizes the standard Garlerkin approximation.

This is a great advantage from an implementation point of view, since the modification

to an existing FE code is restricted to material subroutine. The idea is to consider the
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following form of weighting function that belongs to the test space Ẽ
h

γ in equation (2.37)

(2.46) γ̃h =

(
− lS
Ae

+ δS

)
ψ, ψ =

∂F

∂σ

Substitute equation (2.46) into the auxiliary weak equation (2.41) and assume that ψ : σ̇

is constant along the discontinuity surface

(2.47)
leS
Ae

∫
Ωe

ψ : σ̇dΩ = leSψ : σ̇

Then, take into consideration that ξ̇e is piece-wise constant for each localized element,

the consistency condition on the band for the localized element is

(2.48)

∫
Ωe

ψ : σ̇dΩ−
∫

Ωe

ξ̇eH̃δdΩ = 0

Then, the Cauchy stress tensor is given

(2.49) σ̇ = cep : ∇s ˙̄u

where cep is the elastoplastic tangent. Then, the matrix form for the weak equation (2.40)

is written as

(2.50) Keḋe = Ḟ e
ext

Ḟ e
ext is given in equation (2.45), stiffness matrix Ke is

(2.51) Ke =

∫
Ωe

BTDEPBdΩe
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where DEP is the matrix form of cep. The above mentioned formulation was used in

constant strain elements, as in [22, 23], and generalized to non-constant strain interpo-

lated elements such as the 4-node quadrilateral elements or the 8-node brick elements, for

small deformation [24] as well as finite strains [25]. It is shown to be equivalent to the

Petrov-Galerkin formulation.
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CHAPTER 3

Bridging continuum scales: multiscale random fields in

geomechanics

This Chapter is published in: Q. Chen, A. Seifried, J.E. Andrade and J.W. Baker.

Characterization of random fields and their impact on the mechanics of geosystems at

multiple scales. International Journal for Numerical and Analytical Methods in Geome-

chanics, doi:10.1002/nag.999, 2010.

Abstract

The behavior of particulate media, such as sands, is encoded at the granular-scale

and hence methods for up-scaling such behavior across relevant scales of interest—from

granular-scale (∼1mm) to field-scale (>1m)—are needed to attain a more accurate predic-

tion of soil behavior. Multi-scale analysis is especially important under extreme conditions

such as strain localization, penetration or liquefaction, where the classical constitutive de-

scription may no longer apply. In this paper, internally-consistent probabilistic models

for undrained shear strength and Young’s modulus are developed at multiple scales, and

incorporated into a simulation framework where refinement of the material description to

finer scales is pursued only as necessary. This probabilistic simulation approach is then

coupled with the finite element method. Numerical examples are presented to show how

the performance of the geosystem is influenced by taking into account multi-scale random

fields.
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3.1. Introduction

It is well known that material inhomogeneities exist at different length-scales in ge-

omechanical problems. Two types of inhomogeneities can be identified: (1) inherent

inhomogeneities, which are those resulting from fluctuations in material properties such

as permeability or strength; (2) induced inhomogeneities, which are those imposed by a

physical phenomenon (e.g., deformation) that alters the characteristics of the medium.

Figure 3.1 shows typical scales relevant to granular materials. All the information per-

taining to granular systems, including inhomogeneities, is encoded at the granular scale

and propagated or upscaled through all the way to the field scale. It should be pointed out

that the spatial randomness at the macro-scale might be of a different stochastic nature

than that of the grain-scale, e.g., randomness in macroscopic Young’s modulus vs. ran-

domness in particle elasticity. Even though the scale of interest in this paper is still within

the continuum domain, properties within this domain of interest may be fundamentally

influenced by grain scale properties.

COMPACTIVE
ZONE

DILATIVE
ZONE

σ

σ

a

r

GRAIN

VOID

SHEAR
BAND

P

FIELD SCALE SPECIMEN SCALE

'HOMOGENEOUS' 
SOIL

MESO SCALE GRAIN SCALE

 -3 -2 -1 0 >1LOG (m)

FOOTING

FAILURE
SURFACE

Figure 3.1. Multi-scale nature of granular materials. After [1].
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Inherent inhomogeneities are commonly modeled through the use of random field the-

ory and the finite element method (FEM). The effect of inhomogeneities on mechanical

behavior of engineering problems have been studied by many researchers at a single scale.

For instance, at the site scale, Griffiths and Fenton [26], Griffiths et al. [27] and Popescu

et al. [28] have simulated shallow foundation resting on soils with spatially varying

properties. It has been shown that inherent inhomogeneities of soil strength can greatly

modify the basic form of failure mechanism of the foundation. More recently, Andrade

et al. [1] have coupled advanced elastoplastic models with geostatistical tools to simu-

late the mechanical behavior of anisotropic samples of sands and showed that meso-scale

inhomogeneities in the porosity trigger global instabilities that are responsible for a sig-

nificant reduction in the load-carrying capacity of the samples. They have also observed

that the upscaling of porosity fields delays the predicted onset of localization due to local

averaging over mesh elements. In dealing with material inhomogeneities and their effects

on geosystems across scales, the conventional methods need to be extended. Along this

line, a multi-scale stochastic FEM has been recently developed ([29, 30, 31]). In this

approach, the original boundary value problem of random heterogeneous materials is de-

composed into a slow (coarse) scale deterministic BVP and a fast (fine) scale stochastic

BVP. The slow scale problem is solved first using standard FEM and the solution is used

as input for fast scale BVP. In this paper, we propose methods to characterize random

fields and to couple them with finite elements (FEs) at both coarse and fine scales.
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Parallel to the development of modeling material inhomogeneities utilizing random

field theory and the FEM, multi-scale methods have become the subject of intensive re-

search during the past decade, especially for modeling heterogeneous materials. Accord-

ing to the taxonomy introduced in [16], multi-scale methods can be classified into four

types, i.e., hierarchical, concurrent (strong coupling), semi-concurrent (weak coupling)

and hybrid hierarchical-semiconcurrent. One of the motivations for these methods is to

bypass the prohibitive computational cost of modeling macroscopic structures using more

accurate micro-scale constitutive models. One such example is the FE2 approach (e.g.,

[32, 33]) for modeling composite materials. In the FE2 method, macroscopic constitutive

equations at a material point are replaced by FE simulations of periodic microstructures.

A strongly-coupled multi-scale method was proposed ([34, 35, 36]) for analyzing non-

linear inelastic behavior for heterogeneous structures, where the macroscopic constitutive

law is replaced by micro-scale FE computation at element level rather than at the mate-

rial point. The above mentioned methods deal with material behavior that is generally

described by continuum constitutive laws at different scales. More recently, Andrade and

Tu [12] and Tu et al. [2] proposed a framework coupling discrete element method with the

FEM for behavior prediction in granular media, where the phenomenological hardening

laws at the macro-scale are bypassed and the key material parameters are extracted from

granular structures directly. While our paper focuses on material behavior described by

continuum constitutive models, it is possible to extend it to couple with discrete models

given the work done by Andrade and Tu [12] and Tu et al. [2].
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In multi-scale models, the micro-macro relation is a key component. Various algo-

rithms have been proposed in establishing micro-macro relations based on different as-

sumptions dealing with either weakly coupled (e.g., [37, 38]) or strongly coupled (e.g.,

[34], [39]) scales. In the weakly coupled case, the micro- and macro-scales can be fully

separated and a representative volume element (RVE) or unit cell is typically used to

represent the micro-structure. In the strongly coupled case, the characteristic length of

micro-scale is finitely smaller—rather than infinitely smaller—than that of macro-scale.

In this paper, we consider the case where different scales are strongly coupled and propose

the use of a concurrent multi-scale scheme [16], where displacements from the macro-scale

are passed onto micro-scale as boundary conditions and the averaged stresses are passed

back to macro-scale. The assumptions here are that the strain and stress, at an arbitrary

material point in the macroscopic domain, are the volume average of the strain and stress

fields over the microscopic domain, respectively.

A corresponding consideration in multi-scale modeling is the description of the un-

derlying material properties at multiple scales. In this work, material properties (e.g.,

undrained shear strength and Young’s modulus) are assumed to be random but varying

spatially in a somewhat smooth manner. Mathematically, this means that these proper-

ties can be quantified as random variables at a particular location, and that the value of

these variables at multiple locations can be described by joint probability distributions

characterized using random fields modeling. Spatial dependence for the non-Gaussian

fields is introduced by first transforming the variables of interest to have marginal Gauss-

ian distributions, and then introducing dependence among these transformed variables
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through linear correlation coefficients—a procedure commonly used in the field of Geo-

statistics (e.g., [40]). Material properties at the coarse scale are defined by averaging

values at the corresponding fine-scale locations; using this assumption, means, variances

and spatial correlations at the coarse scale are then derived to be internally consistent

with the fine scale. A second important piece of multi-scale random fields is Monte Carlo

simulation of realizations of the field at multiple scales. Thus, an iterative simulation pro-

cedure is adopted where simulated values are obtained at individual locations conditional

on all previous simulations. This procedure is beneficial here because it allows one to first

simulate the field at only the coarse scale, then add simulation points at the fine scale

probabilistically consistent with the previous coarse-scale realizations. Further, these con-

ditional fine-scale simulations need not be performed immediately after the coarse-scale

simulation, allowing one to start with a coarse-scale simulation, perform initial analysis

on the system (either mechanics analysis, or some other analysis of the soil properties),

and then refine the scale of that simulation without having to start over or generate a new

simulation of the field. This adaptive refinement is expected to have important practical

advantages in some situations.

The paper is organized as follows. Section 3.2 provides a description of the ran-

dom material properties of interest at the fine scale, including probability distributions

and spatial dependence. The conditional simulation procedure described in the previous

paragraph is also introduced. In Section 3.3, a multi-scale description of the random field

is introduced, and the probability distributions and correlations at that scale are derived

under the assumption that coarse scale values are averages of corresponding fine scale
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values. Strategies for multi-scale simulation are then discussed, including the feasibil-

ity of simulating entire fields at the coarse scale, and then refining that simulation by

adding conditional simulations at the fine scale as desired. In Section 3.4, a multi-scale

framework for coupling random fields and the FEM is proposed. Two main ingredients

of the framework, e.g., element-splitting technique and concurrent information-passing

scheme, are discussed in detail. In Section 3.5, numerical examples are presented where

FE simulations of a strip footing utilizing the proposed framework are carried out. The

undrained shear strength is treated as the random variable for bearing capacity analysis;

the Young’s modulus is treated as random for settlement analysis. Of particular interest

is the impact of different degrees of fine scale discretization on the overall performance of

the geosystem.

3.2. Characterization of material properties

The adopted approach for parameter simulation relies on classical random field models

and Monte-Carlo methods modified to account for various scales of resolution throughout

the sample. One of the challenges of this work is maintaining the appropriate spatial

variability across scales. Characterization of both the distribution and spatial correlation

of undrained shear strength, Su, and Young’s modulus, E, at the finest considered scale—

the meso-scale—are detailed in this section.

3.2.1. Distribution of the soil properties

Beta, gamma, and lognormal distributions are all commonly used in literature to model

soil properties. While no sufficient data exists supporting one type over another, Popescu
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et al. [28] have observed that the values of soil strength in shallow layers are positively

skewed. Based on these findings the lognormal distribution is used to describe each

parameter, which can be represented by the following probability density function (PDF)

(3.1) fY (y) =
1

yσlnY

√
2π

exp

(
−1

2

[
ln y − µlnY

σlnY

]2
)

where fY (y) is used to denote the PDF and the values of µlnY and σlnY are the mean

and standard deviation of the natural log of the parameter Y , and are chosen depending

on the parameter to be modeled. In this paper, the parameters (µ, σ) used for undrained

shear strength and Young’s modulus are (100, 50) kPa and (100, 50) MPa, respectively.

Selection of these values is discussed in section 5. Note that an upper-case Y is used to

denote the random variable and a lower-case y is used to describe a specific numerical

value of that variable.

The random variable can also be described in the form of a cumulative distribution

function (CDF)

(3.2) FY (y) = Φ

(
ln y − µlnY

σlnY

)

where FY (y) denotes the CDF of Y and Φ () denotes the CDF for the standard normal

distribution. A PDF from equation (3.1) is plotted in Figure 3.2 alongside a histogram

of simulated values. The histogram has the same general shape, but some variation is

expected due to the finite number of realizations shown here.
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Figure 3.2. (a) Probability density function for undrained shear strength,
and (b) histogram of simulated values of undrained shear strength.

3.2.2. Normal-score mapping

Realizations of the random variable at each point within the sample are dependent upon

the values of the surrounding points (spatial relationships are considered in detail in the

following section). For variables having Gaussian distributions, this joint dependence is

fully described by pairwise linear correlation coefficients and the associated analytical

equations are quite tractable. This is generally not true for non-Gaussian distributions

where the associated model is not fully defined by a linear correlation coefficient, and thus

a so-called normal-score mapping may be used to take advantage of the desirable Gaussian

properties. In the next section, when working with fields of dependent variables, the

computations will all be done using correlated Gaussian fields having a mean of zero and
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variance of unity. Each value in those standard Gaussian fields will then be transformed

to have the target distribution of equation (3.1) using the relationship

(3.3) y = F−1
Y (Φ (z))

where F−1 is the inverse CDF of the target distribution given in equation (3.2), Φ () again

denotes the CDF for the standard normal distribution, z represents a simulated value from

the standard Gaussian distribution, and y is the transformed value coming from the target

distribution. Figure 3.2b was created by simulating standard Gaussian samples (z) and

transforming them using equation (3.3), illustrating the validity of this transform. Note

that in the particular application considered here, because Y is lognormally distributed,

the transformation of between Gaussian Z and lognormal Y can be performed by simply

taking logarithms and exponentials, but this formulation is provided for generality.

It is assumed here that the spatial dependence introduced using this Gaussian cor-

relation model and mapping technique is appropriate for describing the dependence of

the variable being studied. Practical experience with this approach suggests that it is

often a reasonable approximation [40], and because the distributions used here are not

strongly non-Gaussian it is expected that dependence structure will not be significantly

affected. When this transformation dramatically alters the distribution shape, the ap-

proximation may be less appropriate, although its practical advantages still make it a

popular technique in those cases despite the approximation.
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3.2.3. Spatial correlation

The probabilistic model of the previous section describes the distribution of a parameter

value at a single location. To consider multiple locations in a specimen where the values

at each location vary somewhat, spatial dependence must be taken into account. In this

section, we will develop the mathematical tools for characterizing that dependence and

simulating realizations of these random fields.

Spatial correlation is described here at the finest considered scale—the meso-scale—

using a form of covariance known as a semivariogram, γ(h), which is equal to half the

variance of the difference of two random variables separated by distance h

(3.4) γ(h) =
1

2
Var [Z(u)− Z(u + h)]

where Z(u) is the distribution of the Gaussian random variable at location u. The vector

distance h accounts for both separation distance and orientation and may be defined by

a scalar measure. To simplify the relationship between distance and semicovariance, we

define a scalar distance measure

(3.5) h =

√(
h1

a

)2

+

(
h2

b

)2

where h1 and h2 are the centroidal separation distances along the field’s major and minor

axes, respectively, corresponding to vector distance h, and a and b specify how quickly

spatial dependence decreases along those axes. When the ‘a/b’ ratio equals unity the
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sample is isotropic, meaning correlation decreases with distance equally in all directions.

Skewing this ratio will result in banding of the sample.

The semivariogram is often used in geostatistics instead of covariance because it re-

quires second-order stationarity of only the increments and not the underlying process.

Here the two may be used interchangeably because both requirements are assumed to

be satisfied, but semicovariance is used for the simulations because we are building on

previous work that uses this formulation [40].

To generate samples consistent with a given semicovariance structure, we must specify

a function that provides the semicovariance in equation (3.4) for a given h. The samples

above are generated according to the exponential semivariogram

(3.6) γ (h) = 1− exp (−h)

Correlation, ρ, at a distance h is determined directly from the value of the semivariogram

(3.7) ρ (h) = 1− γ (h)

Note that the above equations describe spatial dependence of the Gaussian distributed

variables (Z) rather than the transformed variables having the final target distribution

(Y ). It is therefore necessary to verify that the desired spatial dependence relationship is

upheld after the transformation of equation (3.3) is performed. Figure 3.3 compares the

specified model to the empirically calculated correlation of a simulated isotropic sample

pre- and post-transformation (the procedure used to generate these data will be described

in the following section). The slight difference between the specified correlation and the

empirical correlation of the Gaussian data is due to the finite sample size. The difference
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Figure 3.3. Empirical and specified correlation versus distance for a given
realization of undrained shear strength.

between empirical correlation for the transformed data and the Gaussian data is due to

the transformation. In this particular case the characteristics of the semivariogram are

upheld well through the transformation from the Gaussian distribution to the lognormal

distribution, but it is known that this correspondence will not always hold true for other

marginal distributions [41].

3.2.4. Simulation

Given the specified correlation model from the previous section, we would now like to

simulate sample data having that correlation structure. A sequential approach is taken

here for the simulation procedure consisting of simulating each value individually, condi-

tional upon all previously simulated values. While spectral-based simulation approaches

are often preferable for random field simulation due to their stability and computational
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tractability, here a sequential correlation-based approach is utilized. It is believed that

this approach will be particularly valuable if one desires to do adaptive refinement at fine

scales; because it is not necessary to specify a priori the locations requiring fine-scale

resolution, one can simply add additional fine scale data, conditional upon all previously

simulated data, as the need arises. An additional advantage of this approach is that it

allows real data points to be incorporated. No such measurements are included here, but

may be used in future work to “anchor” the simulated samples more closely to actual

data. This would be accomplished by beginning the simulation with the field data in-

cluded as previously generated variables, as outlined below, so that all simulated points

are conditional upon them.

The first step in the sequential simulation process is to generate a single realization

of a standard normal variable. All subsequent realizations are then conditional upon all

previous realizations, represented by the joint distribution

(3.8)

 Zn

Zp

 ∼ N


 0

0

 ,
 σ2

n Σnp

Σpn Σpp




where ∼ N (µ,Σ) denotes that the vector of random variables has a joint normal dis-

tribution with mean vector µ and covariance matrix Σ, Zn is the next realization to be

simulated, and Zp is a vector of all previously defined or simulated points. The mean vec-

tor and covariance matrix have been partitioned to clarify several equations below. The

subscripts n and p in the partitions represent “next” (as in next point to be simulated)

and “previous” (as in all previously simulated points), respectively.

Individual terms inside the covariance matrix are defined by
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(3.9) COV [Zi, Zj] = ρZi,Zj
· σZi

· σZj

where Zi and Zj refer to two locations within the random field at any scale with standard

deviations σZi
and σZj

, respectively, and ρZi,Zj
is the correlation coefficient between them.

Given the above model, the conditional distribution of next realization to be simulated

is given by a univariate normal distribution with updated mean and variance

(3.10) (Zn|Zp = z) ∼ N
(
Σnp ·Σ−1

pp · z, σ2 −Σnp · Σ−1
pp ·Σpn

)
Once simulated, Zn becomes a fixed data point in the vector Zp to be conditioned upon

by all subsequent realizations. This process is repeated until all values in the field have

been simulated.

3.3. Multi-scale considerations

One of the challenges of this work is maintaining appropriate spatial variability across

several scales. This paper describes two scales of interest. The finer scale is denoted as

scale 2, while the coarser scale is denoted as scale 1, and is defined as the average of all

fine-scale points within its area. This relationship is visually represented in Figure 3.4

and is mathematically written

(3.11) Z1,a =
1

n
Σn
i=1Z2,ai



57

 Z1,a  Z1,b

 Z1,c  Z1,d

Z2,a1 Z2,a2

Z2,an

...

...

Figure 3.4. Graphical representation of material properties at 2 scales.

where the subscript a refers to the area in Figure 3.4 denoted as ’a.’ All variables in

the previous section were described at the fine scale. The effect of this relationship on

moments of the random variables and their spatial relationships is described below.

Equation (3.11) implies that the (transformed) material properties at the coarse scale

are the average values of the properties over corresponding areas at the fine scale. This re-

lationship allows for explicit derivation of variances and spatial correlations of coarse-scale

material properties, and the same averaging model will be used in the FE formulation.

The optimal number of fine-scale elements to include in a coarse-scale element is likely to

be problem dependent, as it balances benefits of computational efficiency with potential

loss of fine scale resolution. There are also considerations to be made with respect to the

transformation between the target and normal distributions at the coarse scale, which

is discussed in section 3.3.2. Implications of the degree of resolution from a mechanics

standpoint are explored in section 3.5.3.
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3.3.1. Moments and correlation for multiple scales

At only the fine scale, simulation of random fields is relatively straightforward. As dis-

cussed above, individual values in the field follow the standard Gaussian distribution with

zero mean (µZ2 = 0), unit standard deviation (σZ2 = 1) and correlation coefficients speci-

fied by equation (3.7). These values are inserted into equation (3.10) to perform sequential

simulation of correlated fields.

Inclusion of a coarser scale requires more careful consideration. Means, standard

deviations and correlations are computed for coarse-scale z1 values using the fine-scale

information along with the definition of Z1,a (equation (3.11)). Taking the expectation of

this definition yields the mean of Z1,a

(3.12) µ1 = E [Z1,a] =
1

n

n∑
i=1

µ2,i = 0

Accordingly, if the variance of fine-scale z2 values is unity and the mean of coarse-scale

z1 values is zero as shown above, then the coarse-scale variance σZ1,a can be computed

as the expectation of equation (3.11) squared (the variance is equal to the expectation of

Z2
1,a in this case, since the mean of Z1,a is zero)

(3.13) σ2
Z1

= E
[
Z2

1,a

]− 0 =
1

n2

n∑
i=1

n∑
j=1

ρz2iz2j
· σz2i

· σz2j

Correlation must be defined between all considered scale combinations. Expanding

the definition of covariance and rearranging equation (3.9) to solve for correlation gives

(3.14) ρZi,Zj
=
COV [Zi, Zj]

σZi
σZj
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where Zi and Zj refer to two elements within the random field at any scale with means

µZi
and µZj

, and other terms as defined in equation (3.9). Making the appropriate sub-

stitutions at each scale and simplifying yields the definition of correlation between two Z1

elements (equation (3.15a)) or between a Z1 element and a Z2 element (equation (3.15b))

ρZ1a,Z1b =

∑n
i=1

∑n
k=1 ρZ2ai,Z2bk∑n

i=1

∑n
j=1 ρZ2ai,Z2aj

(3.15a)

ρZ2,Z1a =

∑n
i=1 ρZ2,Z2ai

σZ2ai√∑n
i=1

∑n
j=1 ρZ2ai,Z2aj

σZ2ai
σZ2aj

(3.15b)

where subscripts a and b refer to two different local averages as shown in Figure 3.4, and

where scale 2 correlation was defined earlier in equation (3.7). These results are compa-

rable to corresponding results for Local Average Processes in Random Fields modeling

[42], but differ slightly here in that they are defined for averages of discrete values rather

than a continuous process. These results are used in later calculations and are needed to

ensure consistency with the FEM.

Figure 3.5 compares correlation versus the normalized scalar distance measure be-

tween all combinations of scales. Note how averaging of the fine scale points effectively

increases correlation for a given distance relative to the fine scale. Non-linear variation

of correlation across the coarse scale puts more emphasis on fine-scale elements in closer

proximity, which slightly increases correlation for a given centroidal distance. If corre-

lation were to somehow vary linearly with distance, the correlations would be identical

at all scales. This is similar to what occurs with fractal geometrical variations, although
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Figure 3.5. Correlation vs. distance at all scales.

that type of correlation structure is not as easily incorporated into this spatial correlation

characterization.

Also note how the correlation between a fine-scale element and a local average is not

unity at a distance of zero, which is expected by the definition of inter-scale correlation

given by equation (3.15b). In this figure, each element at the coarse scale is subdivided

into 16 fine-scale elements. If each element at the coarse scale was comprised of only a

single fine-scale element, the correlation between scales at a distance of zero would be

unity.

3.3.2. Normal-score mapping at the coarse scale

Figure 3.2 above verified that the target distribution is satisfactorily obtained through

transformation at the fine scale, but it must be also verified that the mapping is consistent
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across scales. The challenge is that the variable Y1 at the coarse scale is defined as the

average of the fine-scale y2 values within the coarse cell, but in the sections above, multi-

scale averaging has been performed on the Gaussian variables Z. When mapping back

the averaged (coarse-scale) z1 values to coarse-scale y1 values, we need to ensure that

the distribution of Y is identical to what would be attained without this normal-score

mapping.

There are several possibilities for performing this mapping at the coarse scale. In

the first case, we do the transforming of the simulated z2 values at the fine scale to get

fine-scale y2 values, and then average those fine-scale y2 values to get a coarse-scale y1

value.

(3.16) y1 =
1

n

n∑
i=1

F−1
Y2

(Φ (z2,i))

This transformation would be guaranteed to ensure the averaging properties of Y , but it

is not practically feasible as we will not simulate fine-scale y2 values at all locations (this

would eliminate the benefit of multi-scale simulation). It therefore becomes necessary

to perform the transformation directly on the coarse-scale y1 values. Nonetheless, this

method is used here as a benchmark for comparison of the other methods.

In a second case, we perform the transformation directly on the coarse-scale z1 simu-

lations, using the CDF of Y1

(3.17) y1 = F−1
Y1

(
Φ

(
z1

σZ1

))

In this mapping, we first re-normalize z1 by dividing by its variance (it has mean zero, and

the average of Gaussian variables is Gaussian, so no other normalization is necessary).
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We then transform it using the standard Gaussian CDF and the CDF of Y1. Note that

the CDF of Y1 is not the same as the CDF of the fine-scale Y2. This transformation is

also guaranteed to ensure the averaging properties of Y , as we have explicitly used the

desired marginal distribution of Y1 in the transformation, but it requires the additional

step of finding the marginal CDF of Y1. In most cases this cannot be done analytically,

but it is possible to estimate it through a relatively simple simulation procedure.

When estimating Y1 for equation (3.17), several alternatives are considered which vary

in goodness of fit depending on the defined distribution of Y2 and the number of fine-scale

y2 elements in each coarse-scale y1 element. Realizations of Y2 are first simulated and

averaged. From here it is possible to compute the empirical CDF of Y1 (this will be called

equation (3.17) alternate 1), which should generally be a good approximation if sufficient

realizations are generated, but in order to have the convenience of a functional form two

more methods are examined. As more fine-scale y2 elements are included in the each y1

elements, it becomes more appropriate to approximate Y1 as Gaussian with estimated

parameters (equation (3.17) alternate 2). With fewer fine-scale y2 elements included in

each y1 element—and when the distribution of Y2 is similar to Gaussian—it may instead

be appropriate to approximate Y1 by the same form as that of Y2, first taking care to

update the parameters to reflect the effect of equation (3.11) (equation (3.17) alternate

3).

As a third transformation case, we simply use the fine-scale transformation but input

coarse-scale z1 values

(3.18) y1
∼= F−1

Y2
(Φ (z1))
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The z1 values have less than unit standard deviation (equation (3.13)), so putting them

through this transformation will result in coarse-scale y1 simulations where value in the

tails of the distribution are less likely. This is as desired, due to the averaging process.

There is no guarantee, however, that the y1 values will have the desired marginal distribu-

tion in this case. Note that due to the central limit theorem, the marginal distribution of

Y1 will tend toward Gaussian as more fine-scale elements are included in the average. In

particular, the quality of the approximate transformation of equation (3.18) depends upon

the similarity of the fine-scale distribution to a Gaussian distribution. This tendency may

need to be accounted for by explicitly using the revised coarse-scale distribution in the

mapping (equation (3.17)). This is the simplest mapping of the above three cases, but

the lack of guaranteed match with the desired marginal distribution is a disadvantage.

Figure 3.6 depicts empirical CDF’s of coarse-scale elements obtained by three different

methods. As mentioned above, the transformation of equation (3.16) is considered the

benchmark, but it is not feasible in this multi-scale context for obtaining coarse-scale

values in the target distribution. It is obvious from the figure that in this case it is most

appropriate to approximate the marginal distribution of Y1 as lognormal (mapping by

equation (3.17) alternate 3 using the the same form as Y2 with the mean and standard

deviation updated by equations (3.12) and (3.13)). It is worth noting that this method

works best for this particular fine-scale distribution and number of elements included in

the coarse scale, but it is not guaranteed to work in a general sense, so a similar check is

recommended for each particular distribution of Y2 and degree of refinement.

An illustration of the case where it is not adequate to use the form of Y2 for Y1 is

represented in Figure 3.7. Here, the y2 values (for a hypothetical distribution of porosity)
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follow a truncated exponential model. As soon as these fine-scale y2 elements are averaged

to form a coarse-scale y1 element, the extreme values of the distribution become much less

likely. Thus, it is clearly inappropriate to approximate the functional form of the coarse

scale as that of the fine scale (either by equation (3.18) or equation (3.17) alternate 3).

Instead, Figure 3.7 suggests that the best approximation of the true marginal CDF of Y1

is the empirical CDF obtained as described above. Transformations performed directly

on coarse-scale y1 elements would be achieved by interpolating between the points derived

for the empirical model. Note that the curves for equations (3.16) and (3.17) alternate

1 are identical here because the same empirical model is used to visually represent each

transformation. The purpose of including an additional example is to emphasize that in

general it is adviseable to evaluate all or most of these transformation options for the

coarse scale: what works well in one situation may not work at all for another.

3.3.3. Implementation

The methodology here is based on defining parameters at the finest scale of consideration.

The simulation will initially generate a coarse-scale resolution of the sample, then an

empirically determined set of these are further refined to the fine scale. For refinement, the

same conditional framework described above is used with care taken to specify appropriate

values of variance and correlation. The fact that the simulation begins at the coarse scale

and works toward higher resolution should not result in a field any different than starting

with a fine-scale field and subsequently averaging those elements together.

In the context of multiple scales, the sequential simulation process described above

has the benefit of adaptive refinement (as introduced in section 2). If deemed necessary at
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any point in time, any element can be broken down into its fine scale components without

consideration of sequence. A powerful implication of this is that the number of scales

need not be limited to two; while the above definitions explicitly consider two scales,

they are easily expanded to more. The finest scale is always the scale at which the soil

property’s CDF and spatial correlation are defined, and any number of averaging scales

can be defined relative to the fine scale using recursive applications of the equations above

for coarse-scale properties. If it is desired to specify soil properties at the coarse scale, then

the above multi-scale definitions and results of Figure 3.5 can be used to approximately

invert for the fine-scale properties that result in the desired coarse-scale properties. With

this approach, it may not even be necessary to specify in advance the number of scales to

consider.

Even in the two-scale case presented here, computational expense can prove significant.

As the size of Zp increases, the computational demand of equation (3.10) grows geometri-

cally due to the need to invert ever-larger matrices. It therefore becomes desirable to limit

the size of Zp each time equation (3.10) is evaluated. To achieve this, one option is to

determine a maximum distance along each axis for which to consider previously generated

realizations. Another is to limit the total number of previously simulated realizations to

consider correlations with (keeping only those with the highest correlations). The latter

approach is adopted for this research. The motivation for these approaches is that distant

soil values have little impact on the distribution of Zn, and that even non-distant points

are “shielded” from having an effect if there are many closer values with stronger correla-

tions. These and other approaches are documented for single-scale conditional simulations

[40], and appear to be generally applicable to multi-scale simulations as well.
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Figure 3.8 below shows that limiting the maximum number of previously generated

elements with which to correlate to 125 does not adversely affect the specified spatial

relationship significantly where correlation is significant. Correlation is indirectly upheld

at distances greater than a radius inside which the maximum number of elements will fit.

Some variation from the specified correlation is expected due to the finite sample size, but

the discrepancy (relative to that in Figure 3.3) is more obvious when the maximum number

of elements included in the operations precludes direct correlation. The threshold at which

the additional discrepancy arises depends on the maximum number of points allowed in

Zp (with the discrepancy going to zero as an infinite number of points are allowed), so

this number of can be varied to optimize the tradeoff between gained efficiency and lost

accuracy.
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As the simulation begins to refine coarse-scale elements, numerical instabilities must

also be considered. As defined, the average value of all fine-scale z2 values within a

z1 element must equal the originally simulated z1 value. As a coarse-scale element is

subdivided, the conditional variance given by equation (3.10) will tend to decrease. For

the last realization of Z2 to be simulated, only one value exists such that the average

is preserved, so the conditional variance for that element will theoretically be zero. In

practice, however, it is likely that the exact value will be slightly non-zero due to numerical

approximations, so the simulation framework used for this research automatically sets this

value appropriately. Failure to set this value manually may result in a negative (though

extremely small) variance, which in turn results in an imaginary standard deviation after

the inversion of equation (3.10), and therefore unrealistic realizations of Z2.

3.4. Framework for coupling random fields and the FEM at multiple-scales

In this section, a multi-scale framework that couples random fields and the FEM

is presented. The formulation of the framework is based on the assumption that the

strain and stress at an arbitrary material point in the coarse-scale domain are the volume

average of the strain and stress fields over the fine-scale domain. In this paper, we focus

on problems with material behavior being described by continuum constitutive theories.

We utilize FEs at both the macro- and micro-scales. The kinematical constraints on the

fine-scale domain are first discussed. Then, the main ingredients used to construct the

framework, i.e., the element-splitting technique and the concurrent information-passing

scheme are proposed.
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3.4.1. Kinematical constraints on the fine-scale FEs

Derivation of the kinematical constraints on fine-scale elements is based on the assumption

that strain at an arbitrary point at the coarse scale is the volume average of the strain

fields over the fine-scale domain. Here, we follow the discussion from [43]:

ε1 =
1

meas(Ω)

∫
Ω

ε2(x)dΩ(3.19a)

ε2 = ∇s u2(3.19b)

where ε is the strain tensor, u is the displacement vector, subscripts “1” and “2” refer

to macro- (coarse) and micro- (fine) scale, respectively, “meas(Ω)” is the measure of Ω,

which equals to the volume (in 3D) or the area (in 2D) of the fine-scale domain and ∇s

is the symmetric gradient operator. Only displacement fields that satisfy equation (3.19)

are said to be kinematically admissible. Furthermore, the fine-scale displacement field,

u2, can be split into the sum of a linear displacement, ε1x2, where x is a position vector,

and a displacement fluctuation, ũ2, i.e.,

(3.20) u2 = ε1x2 + ũ2

The corresponding fine-scale strain field is then written as,

(3.21) ε2 = ε1 +∇s ũ2
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Substitute equation (3.21) into equation (3.19a), we have the kinematical constraint on

displacement fluctuation,

(3.22)
1

meas(Ω)

∫
Ω

∇s ũ2dΩ = 0

Depending on the choice of displacement fluctuation field ũ2 that satisfies equation (3.22),

we can further constrain the fine-scale displacement field. In this paper, we choose the

case where the kinematical constraint on the fine scale mesh is ũ2 = 0. Following equation

(3.20), we have:

(3.23) u2 = ε1x2

For displacement fields that satisfy equation (3.23), it can be shown that the Hill’s

energy condition, ε1 : σ1 = 1
meas(Ω)

∫
Ω
ε2 : σ2dΩ is satisfied [44].

3.4.2. Element-splitting technique

In order to take into account material property fluctuations at higher resolution, the

domain of interest at coarse scale needs to be further discretized. In the FEM, the

domain of interest is discretized by coarse-scale elements. Naturally, the first step is to

split coarse-scale FEs where needed. Consider a typical coarse-scale quadrilateral element

as shown in the upper left corner of Figure 3.9. So-called “ghost nodes” are first generated

using the interpolation function as

(3.24) xg = N · xFE node
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where xg is the position vector for ghost nodes, N is the interpolation function and

xFE node is the FE nodal position vector.

The element is then subdivided into tributary areas based on the generated ghost

points and the existing FE nodes, e.g. shadow area in the coarse-scale element in Figure

3.9. Each of these tributary areas defines a domain for the finer scale, which is then

further discretized using a new FE mesh. Therefore, each Gauss point at the coarse scale

can be linked to a fine-scale mesh through element splitting. The information passing

between these two scales will be described in the next section.

At this point, material properties at different levels of resolution will be needed and

hence the method described in Sections 3.2 and 3.3 is utilized. The levels of resolution at

the FE and the random field are set to match each other at each scale. Moreover, each

material point in the random field is set to be at the centroid of a FE so that each element

has constant material properties.

3.4.3. Concurrent information-passing scheme

Once the domain is discretized, a systematic way to access information at multiple scales is

needed. Here, we propose using a concurrent information-passing scheme where essentially

displacements from coarser scale are passed onto the finer scale as boundary conditions

and the averaged stress is passed back from the finer scale up to the coarser scale.

The first step of this scheme is to precondition the fine-scale mesh by a homogeneous

state of strain εn
1 and internal variables ξn

1 , which correspond to the converged state at
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previous time station tn of the coarse-scale Gauss point, i.e.,

(3.25) ε0
2 = εn

1; ξ0
2 = ξn

1

where the superscripts “0” refers to the initial sub-step at the fine scale computation and

“n” refers to the nth time step at coarse scale computation.

This precondition step is necessary for the fine-scale computation to start from the

same state as the corresponding Gauss point at the coarse scale. Following equation

(3.23), displacements ∆u are imposed on the fine-scale FE mesh by :

(3.26) ∆u2 = ∆ε1 · x2

where ∆u2 is the applied displacement boundary condition on the fine scale, ∆ε1 is the

strain increment of the coarse-scale Gauss point and x2 is the position vector of the fine

scale mesh. equation (3.26) means that the fine scale displacement field is constrained to

follow the coarse scale displacement field at the boundary. The imposed displacements

define a new boundary value problem, where the domain is the tributary area of the

coarse-scale element.

Then, the fine scale stress σ2(x) is computed from the constitutive equation with

the prescribed strain ε0
2 and the boundary condition ∆u2. Upon the completion of the

fine-scale FE computation, the coarse-scale stress is then obtained by the homogenization

equation, i.e.,

(3.27) σ1 =
1

meas(Ω)

∫
Ω

σ2(x) dΩ
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Since we employ FEs at both scales, we rely on the Newton-Raphson iterative algorithm

to solve non-linear problems. A consistent tangent operator (CTO) is needed for nonlinear

FE analyses. In general, the CTO is defined as:

(3.28) c :=
∂σ

∂ε

where σ and ε are stress and strain tensors, respectively.

When we invoke the multi-scale computation for a particular coarse-scale element, to

compute the corresponding CTO for the coarse scale, we use equation (3.27) and equation

(3.28), and take into account the assumption that a homogeneous state of strain and strain

increment are applied:

c1 : =
∂σ1

∂ε1

=
1

meas(Ω)

∫
Ω

∂σ2

∂ε2

:
∂ε2

ε1

dΩ

=
1

meas(Ω)

∫
Ω

c2 : IdΩ

=
1

meas(Ω)

∫
Ω

c2dΩ(3.29)

where I is the fouth-order identity matrix.

Finally, the averaged stress and CTO are passed back to the Gauss point at the

coarse scale for global stiffness and residual matrices assembly. Figure 3.9 summarizes

the above-described multi-scale framework.
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Figure 3.9. The multi-scale framework for coupling the FE method and

random fields.

The above-described scheme will allow one to systematically refine the domain of

interest and passing information from field scales all the way to specimen and meso-scales.

The selective refining strategy, on the other hand, would allow for a more efficient solution

where details are only resolved when necessary. The idea here is to zoom into zones where

intense deformation is taking place. Identifying those “key areas” is a non-trivial task

and may require an error estimator and an adaptive algorithm, which is beyond the focus

of this paper. Here, we will loosely define such key areas through the deterministic study.

For the footing problem shown later, we know a priori to a good extend where the intense

deformation occurs.
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3.5. Numerical simulations

In this section, we present numerical simulations of a typical footing problem utilizing

random fields and the FEM at multiple scales. The geometry of the problem is 20 by

8 m, which is discretized by a coarse-scale FE mesh. A rough rigid footing on cohesive

weightless soil is modeled with width of the footing (B) being 4m. A Drucker-Prager

model [4] is used to describe the elasto-perfectly-plastic behavior of the soil. The friction

angle in the following simulations is set to be zero for simplicity. Soil properties needed in

the mechanical model are: Young’s modulus E, Poisson’s ratio ν and the undrained shear

strength Su. Both the bearing capacity and the settlement of the footing will be analyzed.

Su and E could be modeled as cross-correlated random fields for higher accuracy, e.g.,

via suitable correlation functions. However, it is known that Su is the dominant factor

in bearing capacity analysis, while E is the dominating factor in settlement analysis. To

simplify the analysis and to focus on the effect of randomness across different scales, Su is

treated as the only spatially correlated random variable in the bearing capacity analysis

with constant (deterministic) E and ν, while E is treated as a correlated random field in

settlement analysis with Su and ν being constant and deterministic.

The objective of this footing problem is to utilize the above-described framework

to study the effect of random fields on the performance of the geosystem in a multi-

scale context. In particular, the influence of considering finer-scale random fields will be

analyzed. In the following simulations, three length parameters are of particular interest

to the analysis, i.e., a, L1 and L2, where a is the parameter related to spacial correlation

(ref: equation (3.5)) and larger value of a indicates a more smoothly varying field; L1 is

the size of a coarse-scale element, which is a constant in this paper (L1 = 0.5 m); L2 is the
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size of a fine-scale element, which depends on the degree of discretization. The degree of

discretization (ds) indicates how quickly a coarse-scale cell will be refined. For example,

ds = 4 means a 1×1 cell at the coarse scale will be refined to 4×4 smaller pieces at the

fine scale.

3.5.1. Deterministic study

A deterministic study was first carried out using single scale FEs (at the coarse scale)

to obtain the deterministic bearing capacity and settlement, and to identify possible

“key areas” that will be linked to fine-scale information. Material properties used here

are: Young’s modulus E = 100 MPa, Poisson’s ratio ν = 0.3, and the undrained shear

strength Su = 100 kPa.

Typical load-displacement curves are shown in Figure 3.10. Here, failure is said to

occur when further loading no longer increases the bearing pressure (within a very small

tolerance). It can be seen from Figure 3.10 that as the mesh is refined, the bearing

capacity will converge to the value calculated by Prandtl’s solution, qf = NcSu = 514

kPa. Taking into account both accuracy and efficiency, we choose a coarse-scale mesh of

40×16 elements, as shown in Figure 3.11, for all simulations in the following sections. The

deterministic bearing capacity for this mesh is qd = 556.27 kPa, which is about 8% higher

than that given by Prandtl. For rigid rough footing condition simulated here, the footing

nodes settle vertically by the same amount with no rotation. When loading pressure on

the footing equals 300 kPa, the deterministic settlement δdet equals to 0.012 m, which can

be normalized by the width of the footing, i.e., δdet/B = 0.003. In simulations utilizing
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random fields, the settlement at 300 kPa loading pressure will be obtained and compared

with this deterministic value.
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Figure 3.10. Load-displacement curves for a strip footing on homogeneous soil.
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Figure 3.11. The coarse-scale FE mesh (40×16) and the area linked to the

finer scale.
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Figure 3.12 shows the deviatoric strain contour at failure. Intense deformation occurs

at the edge of the footing and failure surfaces are clearly formed. The “key area” is

therefore chosen to encompass the intense deformation zone and the failure surfaces, as

shown in the dashed box in Figure 3.11. The geometry of this area is 12×4 m. Also

shown in Figure 3.11 are different levels of discretization.

 

 

0 0.05 0.1 0.15 0.2 0.25

Figure 3.12. Deviatoric strain contour at failure for deterministic study.

3.5.2. Influence of multi-scale random fields on bearing capacity

In this section, the multi-scale random fields and the FEM are incorporated to simulate

the footing problem. An initial coarse-scale random field for the undrained shear strength

is generated using 40×16 grids and hence matching the FE resolution. Three coarse-scale

correlation length parameters (normalized), i.e., a/L1 = 0.5, 1.0 and 2.0 will be considered
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when generating random fields. In the “key area”, the fine-scale resolution will be different

depending on the degree of discretization. Three particular cases with ds = 1, 4 and 8

are considered. The coarse-scale FE mesh will be split accordingly as shown in Figure

3.11 to match the random field resolution.

Material parameters for generating lognormally distributed random fields are the mean

µ = 100 kPa, which equals to the shear strength value used in the deterministic study,

and the standard deviation σ = 50 kPa, which gives the coefficient of variation (COV)

a value of 0.5. Constant material properties are Young’s modulus E = 100 MPa and

Poisson’s ratio ν = 0.3.

The initial random field simulation will first generate a coarse-scale resolution for the

entire domain. This field will be referred to as “coarse-scale random field”. Within the

“key area”, the framework described in Section 3.3 will be used to resolve the coarse-scale

points down to finer pieces according to specified degree of discretization. The generated

random field after this refinement process will be referred to as “multi-scale random field”.

Through comparison of these two types of random fields, we will show how considering

finer scale information will influence the mechanical behavior of the whole system.

Typical realizations of initial undrained shear strength fields for different degrees of

discretization are shown in Figure 3.13 for a/L1 = 2.0. Coarse-scale random fields are

on the left column and corresponding multi-scale random fields are on the right column.

The degree of discretization increases from top to bottom.

Though the same material parameters, i.e., µ and σ, are used for generating every

random field in this paper, they are defined at different length scales for different degrees of

discretization. For every realization, we can compute the mean and standard deviation of
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Figure 3.13. Initial undrained shear strength fields for a/L1 = 2.0 with
different degrees of discretization: from top to bottom: ds=1, 4 and 8
respectively with the left column being coarse-scale random fields and the
right column being multi-scale random fields.

each generated random field as well as the averages of those mean and standard deviation

values, as shown in Figure 3.14 and Figure 3.15. Moreover, those averaged values can be

used in approximating mean bearing capacities [45].

The idea is to start from the simplified bearing capacity equation, where soil is assumed

to be weightless, then

(3.30) qf = SuNc
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If we assume Prandtl’s solution for frictionless soil (as is the case in this paper) holds,

then Nc is constant (Nc = 5.14). Take natural logarithm of equation (3.30),

(3.31) lnqf = lnSu + lnNc

The mean of lnqf is therefore

µlnqf = µlnSu + µlnNc

= lnµSu −
1

2
ln(1 +

σ2
Su

µ2
Su

) + lnNc(3.32)

Then the mean of qf can be approximated as

(3.33) µqf = exp

{
lnNc + lnµSu −

1

2
ln(1 + σ2

Su
/µ2

Su
)

}

This approximated analytical mean value of bearing capacity will be plotted with the

results obtained by FEM computation as will be shown later.
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Figure 3.14. Mean for the generated initial undrained shear strength: (a)

ds=1, (b) ds=4 and (c) ds=8.
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Figure 3.15. Standard deviation for the generated initial undrained shear

strength: (a) ds=1, (b) ds=4 and (c) ds=8.

The load-displacement behavior obtained by random fields and deterministic analyses

is shown in Figure 3.16 for all simulations. It can be seen that bearing capacities of

spatially varying soil are significantly lower (18% on average) than the corresponding

deterministic value.
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Figure 3.16. Load-displacement curves for all simulations.

Figure 3.17 shows how bearing capacities change with a/L1 for different degrees of

discretization. The first observation is that the mean bearing capacities computed by

equation (3.33) are in good agreement with the FEM results especially for multi-scale

cases, which shows equation (3.33) can be used as a rough estimation of mean bearing

capacities. Also, it can be seen that (1) for coarse-scale results with the same discretization

level, the averaged bearing capacity increases slightly as a/L1 decreases, this observation

is consistent with the standard deviation curve shown in Figure 3.15, where smaller value

of a/L1 gives a lower standard deviation and, therefore, a stronger field; (2) for coarse-

scale results with the same a/L1, the averaged bearing capacity increases with ds. This

is because the coarse-scale data point is seen as the average of the fine-scale points. The

averaging process effectively reduces the variability, especially for larger values of ds,

which is shown in Figure 3.15 where the standard deviations for ds=4 and 8 are smaller

than that of ds=1 for the same a/L1 values. While the mean values are roughly the same
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for all simulations, the reduced variability will result in stronger fields that lead to higher

bearing capacities.

Even more important observation in Figure 3.17 is the effect of using multi-scale ran-

dom fields. It can be seen that the mean of the bearing capacities obtained by multi-scale

computation is not influenced as much by either ds or a/L1. This is because the mean

of the bearing capacities are mainly affected by the mean and standard deviation of the

undrained shear strength fields, which as shown in Figures 3.14 and 3.15, are not sig-

nificantly sensitive to either ds or a/L1. Further, with ds and a/L1 being the same,

multi-scale bearing capacity results are, in general, smaller than coarse-scale ones, espe-

cially for smaller values of a/L1. The reason is that, instead of using a local average of the

material properties, multi-scale computations zoom into the specific area to obtain more

detailed fine-scale information, which has roughly the same mean but higher variability

than their coarse-scale counterparts (as shown in Figure 3.14 and 3.15). Therefore, this

results in weaker zones that lead to lower bearing capacities. Also, the trend that the dif-

fence between coarse-scale and multi-scale bearing capacities decreases as a/L1 increases

is consistent with the trend observed in the standard deviation of generated data shown

in Figure 3.15. The above observations confirm that using averaged coarse-scale material

properties tends to over-estimate the bearing capacity. In other words, coarse-scale results

are less conservative.
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Figure 3.17. Bearing capacities for different degrees of discretization: (a)

ds=1, (b) ds=4 and (c) ds=8.

Figure 3.17 shows how the bearing capacities are influenced by multi-scale random

fields with different levels of discretization. However, it does not provide information on

how the failure surfaces are affected by considering the random field at multiple scales.

Such insight is provided in Figures 3.18, 3.19 and 3.20, which show the deviatoric strain

contours for one particular realization for a/L1 = 0.5 with ds=1, 4 and 8. Unsymmetrical

failure surfaces can be clearly seen in these figures. In the literature, e.g., [26, 27, 28],

effects of single scale random fields on formation of failure surfaces are studied. It has been

shown that spatially varying soil properties trigger unsymmetrical failure surface passing
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mainly through weaker soil zones. Figures 3.18, 3.19 and Figure 3.20 show clearly these

trends. More interestingly, these figures show that, in multi-scale random cases there

are more local fluctuations in the shear strains than in the coarse-scale cases, because

higher levels of resolution are taken into account. These detailed information may lead

to effectively weaker spots resulting in lower bearing capacities.

0 0 . 0 5 0 . 1 0 . 1 5 0 . 2 0 . 2 5
Figure 3.18. Comparison between coarse-scale and multi-scale random

fields on failure surface for a/L1 = 0.5 with ds=1: left column are initial

shear strength fields and right column are shear strain contours at failure;

(a) and (b) correspond to coarse scale; (c) and (d) correspond to multi-scale.
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0 0 . 0 5 0 . 1 0 . 1 5 0 . 2 0 . 2 5
Figure 3.19. Comparison between coarse-scale and multi-scale random

fields on failure surface for a/L1 = 0.5 with ds=4: left column are initial

shear strength fields and right column are shear strain contours at failure;

(a) and (b) correspond to coarse scale; (c) and (d) correspond to multi-scale.
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0 0 . 0 5 0 . 1 0 . 1 5 0 . 2 0 . 2 5
Figure 3.20. Comparison between coarse-scale and multi-scale random

fields on failure surface for a/L1 = 0.5 with ds=8: left column are initial

shear strength fields and right column are shear strain contours at failure;

(a) and (b) correspond to coarse scale; (c) and (d) correspond to multi-scale.

3.5.3. Influence of multi-scale random fields on settlement

In this section, the influence of multi-scale random fields on settlement is analyzed. For

this purpose, the Young’s modulus E is treated as the random variable while ν and Su

are held constant. Material parameters for generating lognormally distributed Young’s

modulus fields are the mean µ = 100 MPa, which is equal to the values used in the

deterministic study, and standard deviation σ = 50 MPa, which gives a COV value of

0.5. Three correlation length parameters (normalized) a/L1 = 0.5, 1.0 and 2.0 are used.

The process for generating random fields, the definition of degree of discretization and

the notation for results are exactly the same as those used in bearing capacity analysis.

We look at the variations in settlement at a pressure level of 300 kPa.
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Typical realizations of initial Young’s modulus fields for different degrees of discretiza-

tion are shown in Figure 3.21 for a/L1 = 2.0. Coarse-scale random fields are on the left

column and corresponding multi-scale random fields are on the right column. The degree

of discretization increases from top to bottom.
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Figure 3.21. Initial Young’s modulus fields for a/L1 = 2.0 with different
degree of discretization: from top to bottom: ds=1, 4 and 8 respectively
with left column being coarse-scale random fields and right column being
multi-scale random fields.

Figure 3.22 shows settlements versus a/L1 for different degrees of discretization. The

settlements are normalized by the width of the footing. Analogous to bearing capacity

analysis, it can be seen that (1) for coarse-scale results with the same discretization level,

the averaged settlement increases as a/L1 increases; (2) for coarse-scale results with the

same a/L1, the averaged settlement decreases with increasing ds; (3) for ds=1, there is

no difference between coarse-scale and multi-scale results as expected; (4) for ds=4 and 8
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cases, higher levels of resolution are taken into account in multi-scale computations and

the results show that the multi-scale random fields yield larger settlements on average for

every value of a/L1, which confirms that coarse-scale results are less conservative.

Remark 1. Sections 5.2 and 5.3 explore the effects of changing resolution for the

specific examples presented in this paper. Generally, increasing number of fine-scale

elements within a coarse-scale element will result in lower bearing capacity (in bearing

capacity analysis) and higher settlement (in settlement analysis). In this formulation,

the correlation length sets the macroscopic size of the elements. In essence, the element

size should be such as to be able to resolve the gradients in the stochastic field. This is

accounted for in our analysis. As for the effect of the RVE size, this formulation does not

determine or sets the size of RVE, this is something would rather be problem dependent

and determined by the correlation lengths and the deformation gradient in the problem.

Interested readers may refer to [46] for discussions on selecting the size of the averaging

window.
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Figure 3.22. Settlements for different degrees of discretization: (a) ds=1,

(b) ds=4 and (c) ds=8.

3.6. Conclusions

In this paper, we presented a novel method for characterizing multi-scale random

fields. Cumulative density functions and spatial correlation for two soil properties of

interest, undrained shear strength and Young’s modulus, were described at the finest

considered scale. The relationship between this scale and a coarser scale was defined

and incorporated into a sequential simulation procedure. While two scales were presented

here, including more by expanding the multi-scale definitions is straightforward, and there

is no need to specify a number of scales in advance. Simulations begin at the coarse scale
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and work toward higher resolution, but the results are indiscernable from starting at the

fine scale and averaging those elements together. For convenience, a correlated standard

Gaussian field was initially generated and then transformed to the target distribution via

normal-score mapping.

We then proposed a framework for coupling the FEM with random fields at multiple

scales. The formulation of the framework is based on the assumption that the strain and

stress at an arbitrary material point in the coarse-scale domain are the volume average

of the strain and stress fields over the fine scale domain, respectively. The framework

consists of an element-splitting technique and a concurrent information-passing scheme.

A selective refining strategy was used so that resolution is only increased where necessary.

A total of 720 simulations were performed. Among them, half utilized the proposed

multi-scale framework and the other half utilized coarse-scale random fields for comparison

purposes. Bearing capacity and settlement analyses were performed using the undrained

shear strength and the Young’s modulus as the random variable, respectively. It was

shown that material property fluctuations, in general, will result in lower bearing capaci-

ties, unsymmetrical failure surfaces and larger settlements. More importantly, multi-scale

results showed that higher levels of resolution result in lower bearing capacities and larger

settlements. Or in other words, coarse-scale results are generally less conservative. These

results show how the mechanics of the geosystem is influenced by multi-scale random

fields and the importance of accounting for material inhomogeneities at different scales.
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CHAPTER 4

From continuum scales to granular scale: a semi-implicit return

mapping algorithm for multiscale plasticity

This Chapter is published in: X. Tu, J.E. Andrade and Q. Chen. Return mapping for

nonsmooth and multiscale elastoplasticity. Computer Methods in Applied Mechanics and

Engineering, 18:2286–2296, 2009.

Abstract

We present a semi-implicit return mapping algorithm for integrating generic non-

smooth elastoplastic models. The semi-implicit nature of the algorithm stems from ‘freez-

ing’ the plastic internal variables at their previous state, followed by implicitly integrating

the stresses and plastic multiplier. The plastic internal variables are incrementally up-

dated once convergence is achieved (a posteriori). Locally, the algorithm behaves as a

classic return mapping for perfect plasticity and, hence, inherits the stability of implicit

integrators. However, it differs from purely implicit integrators by keeping the plastic in-

ternal variables locally constant. This feature affords the method the ability to integrate

nonsmooth (C0) evolution laws that may not be integrable using implicit methods. As a

result, we propose and use the algorithm as the backbone of a semi-concurrent multiscale

framework, in which nonsmooth constitutive relationships can be directly extracted from

the underlying micromechanical processes and faithfully incorporated into elastoplastic

continuum models. Though accuracy of the proposed algorithm is step size-dependent,
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its simplicity and its remarkable ability to handle nonsmooth relations make the method

promising and computationally appealing.

4.1. Introduction

Elastoplasticity is perhaps the most widely utilized and reliable framework used to

capture material nonlinearities and inelastic behavior [47]. From metals to composites to

aggregates, most solids can be simulated using elastoplastic models. Furthermore, many

elastoplastic models make use of nonsmooth functions (in general, C0 functions) to either

represent yield surfaces e.g., [48, 49, 50] or hardening (evolution) laws e.g., [51, 52]. In

the case of cohesive-frictional materials, C0 yield surfaces have been proposed to model

two salient properties. On the one hand, the yield surface is generally dependent on the

third invariant of stress. Using multiple smooth functions to describe the third invariant

dependency [48, 53] constituted one major source for nonsmoothness. On the other

hand, cohesive-frictional materials feature very distinct responses under deviatoric and

volumetric stresses. These two features have been accounted for by proposing models

with two distinct yield surfaces, providing a potential source for discontinuities in the

gradient function [49, 50, 9]. Nevertheless, the past decades have seen a great advance

in the development of smooth yield surfaces aimed at capturing the behavior of complex

geomaterials [54, 51, 55, 56, 57, 58]. Naturally, smooth plastic potentials can also be

derived based on their similarity to the yield surfaces.

In contrast, C0 functions are very much still used to describe the evolution of internal

plastic variables via nonsmooth hardening laws. It is well-known that the evolution of
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plastic internal variables (PIVs) is difficult to obtain and is mostly based on phenomenol-

ogy. Hardening laws that conform well to experimental data may not necessarily yield

smooth evolutions. Unsurprisingly, many nonsmooth hardening laws have been proposed

to capture the behavior of complex elastoplastic materials accurately [51, 52]. In this pa-

per, we refer to a relation defining the variation of a PIV as an evolution law. Nonsmooth

evolution laws permeate the plasticity literature. Accurately handling these C0 evolution

laws within a computational framework is not a trivial task and defines the objective of

this work.

From a physics standpoint, one limitation of plasticity models emanates from the un-

derlying phenomenology. On the one hand, plasticity relations, especially evolution laws,

are determined from limited experiments or simply based on empirical intuition. On the

other hand, a plasticity model only describes an average behavior at the macroscopic scale

but fails to account for the underlying microscale mechanisms. In contrast, multiscale

computational approaches can derive the constitutive relationship from a fundamental

level ‘on-the-fly’ [59, 33, 60, 61, 12]. In particular, for granular matter this fundamen-

tal level corresponds to the grain scale, from which the micromechanical phenomena—

including particle geometry, force chains, fabric arrangement—intrinsically govern the

macroscopic response of the material. These grain-scale phenomena can be explicitly

simulated using micromechanical models [62, 63, 64]. An alternative and recently pro-

posed technique is to link micromechanical models with elastoplasticity using a multiscale

framework [12]. The main idea is to replace phenomenological evolution laws with di-

rect extraction of physically meaningful PIVs from the micromechanics. The resulting
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micromechanically-based evolution of PIVs is nonsmooth and falls within the realm of C0

evolution laws tackled in this work.

Among the few previous efforts to address nonsmooth elastoplasticity problems, the

nonsmooth Newton method [65] is responsible for laying down an important theoreti-

cal foundation for integrating nonsmooth plasticity relations. However, as pointed out in

[65], the derivation of the method relies on the assumption of J2-plasticity and, hence, the

applicability of this method to other type of plasticity models (e.g., pressure-dependent

models) remains to be determined. There have been other semi-implicit algorithms pro-

posed in the literature (see [66, 67] for example), but these have been aimed at explicitly

integrating the hardening or evolution law and the flow rule, while the rest of the algorithm

is fully implicit.

In this work, a simple semi-implicit algorithm is proposed to effectively combine the

strengths of implicit and explicit architectures. On the one hand, implicit integration al-

gorithms easily lose their advantages when integrating nonsmooth relations. On the other

hand, though explicit algorithms have the ability of accommodating nonsmoothness, they

may suffer shortcomings such as drifting and small critical time steps [67, 68]. Further,

combining explicit stress integrators with implicit FE schemes may be problematic [69].

We unveil a semi-implicit algorithm that conserves all the features of the implicit schemes

except for integration of the plastic internal variables. Specifically, the method ‘freezes’

the plastic internal variables (PIVs) incrementally. Hence, the method resembles implicit

perfect plasticity integrators at the local level and therefore inherits unconditional stabil-

ity. The PIVs are then updated a posteriori at every time increment. The combination

of local freezing and the a posteriori update of PIVs affords the method the ability to
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handle nonsmooth (C0) evolution laws. It is also shown that incremental updating is ef-

ficient computationally and its application to recent multiscale techniques will be clearly

demonstrated. The robustness and accuracy of the proposed algorithm is investigated

using several numerical examples.

This paper is organized as follows. Section 2 summarizes the rate elastoplasticity

formulation and presents the classic implicit return mapping scheme. In Section 3, the

proposed semi-implicit algorithm is presented based on the implicit return mapping al-

gorithm. Section 4 presents a detailed verification of the semi-implicit algorithm where

we focus on boundary value problems to assess accuracy and robustness (convergence) of

the algorithm against the backdrop of the fully implicit return mapping integrator. We

conclude that the incrementally updated semi-implicit algorithm furnishes an appropri-

ate balance between accuracy and robustness and, as a result, we utilize this method to

perform proof-of-concept micromechanically-based semi-concurrent multiscale computa-

tions in Section 5. We summarize our findings and make some closing remarks in the last

section.

As for notations and symbols used in this paper, bold-faced letters denote tensors or

vectors; the symbol ‘·’ denotes an inner product of two vectors (e.g. a · b = aibi), or a

single contraction of adjacent indices of two tensors (e.g. c · d = cijdjk); the symbol ‘⊗’

denotes a juxtaposition (e.g. a⊗ b = aibj, or α⊗ β = αijβkl); the symbol ‘:’ denotes an

inner product of two second-order tensors (e.g. c : d = cijdij); the symbol ‘|| · ||’ denotes

an L2 norm of a vector, e.g., ||e|| = (e · e)1/2 or a tensor ‖A‖ = (A : A)1/2. Stress and

strain are expressed in Voigt notation, and as a result, the associated stiffness/compliance

are expressed as matrices.
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4.2. Infinitesimal elastoplasticity and implicit integrators

The most salient ingredients of the infinitesimal elastoplasticity theory are [13]:

• Additive decomposition of strain rate into elastic and plastic components, i.e.,

ε̇ = ε̇e + ε̇p.

• Generalized Hooke’s law, i.e., σ̇ = ce : ε̇e, where ce is the elastic constitutive

tensor.

• Elastic domain and yield condition such that the yield surface F = 0 defines the

limit of the elastic domain.

• Non-associative plastic flow rule, i.e., ε̇p = λ̇g, where λ̇ ≥ 0 is the consistency or

optimality parameter and g := ∂G/∂σ is the direction of the plastic flow, where

G is the plastic potential function.

• Evolution laws for the PIVs involved in F and G. In this paper, we use a vector α

to represent the set of PIVs. In classical infinitesimal elasoplasticity, the evolution

relations for the PIVs are typically cast in rate-form, α̇ = λ̇α̂(σ,α).

• The Kuhn-Tucker optimality condition, λ̇F = 0, which induces the consistency

requirement λ̇Ḟ = 0.

The aforementioned ingredients are the foundation for most plasticity models available,

which are typically integrated numerically into a finite element (FE) or finite differences

code. Numerical integration of these models is crucial for successful modeling of bound-

ary value problems in engineering. A well-established integration technique is the implicit

return mapping algorithm. A schematic showing the role of the implicit return mapping

in the material subroutine inside a FE code is shown in Figure 4.1. As shown in this

flowchart, the material subroutine is at the heart of the FE code and its main purpose
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is to compute, given an increment in the strain ∆ε, the resulting incremental change

in state, i.e., ∆σ and ∆α. Here we use the incremental notation ∆� := �n+1 − �n,

where �n+1 corresponds to the value of the function evaluated at time station tn+1. In

addition, the material subroutine computes the consistent tangent algorithm defined as

c = ∂σn+1/∂εn+1. The consistent tangent is available in closed-form when implicit inte-

grators are invoked and this is one of the reasons that make implicit algorithms appealing.

Consistent tangent operators afford implicit nonlinear FE codes asymptotic rates of con-

vergence, a key feature for efficient engineering analyses.

Material Subroutine
  given

  compute simultaneously

TIME STEP LOOP

ITERATION LOOP

ELEMENT LOOP

GAUSS INTEGRATION LOOP

CONTINUE

CONVERGENCE CHECK
YN

λn,αn,σn & ∆ε

λn+1,αn+1,σn+1 & cn+1

Figure 4.1. Flowchart for an implicit return mapping algorithm within an
FE code.

Implicit return mappings rely heavily on Newton-Raphson schemes to iteratively arrive

at a solution [70, 71, 57]. These schemes typically construct residual vectors r as a

function of the unknowns x, i.e.,
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(4.1) r (x) =


ce−1 : ∆σ + ∆λG,σ −∆ε

∆α−∆λα̂(σ,α)

F (σ,α)

 ; x =


σ

α

∆λ


where ce is the linear elastic stiffness matrix and ∆λ is the discrete consistency parameter.

Solution to the local system of generally nonlinear equations is achieved when r (x) =

0 and the rate of convergence is intimately dependent on the consistent local tangent

(Jacobian) such that

(4.2) r,x =


ce−1 + ∆λG,σσ ∆λG,σα G,σ

−∆λα̂,σ δ −∆λα̂,α −α̂
F,σ F,α 0


where δ is the second-order identity tensor. The above Jacobian underscores the potential

issues related to accommodating nonsmooth evolution laws α̂ and β̂. If these functions are

only C0, the required derivatives appearing in the local Jacobian may not be continuous or

may not even be defined. By way of example, we will show that this lack of continuity in

the derivatives of the evolution laws could be detrimental in the convergence of the local

integration algorithm and, as a result, that of the global computation. The next section

describes a plausible alternative to fully implicit algorithms where the Jacobian matrix

does not require evaluation of the derivatives of the evolution laws, making it possible to

handle C0 evolution functions.
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Remark 2. If the formulation is isotropic, the yield surface F and plastic potential G

can be expressed as a function of the stress invariants and the spectral decomposition can

be exploited. These algorithms are efficient since they reduce the number of unknowns

from full stress space to principal stress space. The interested reader is referred to [71]

for an elaboration of this type of algorithms.

4.3. The semi-implicit return mapping algorithm

The implicit algorithm introduced in the foregoing section is a classic approach to

integrate plasticity models. Under optimal conditions, this algorithm is able to achieve

asymptotic quadratic convergence rates, first order accuracy, while featuring unconditional

stability. However, in the presence of nonsmoothness, the implicit approach may not be

suitable. As shown in equation (4.2), the local Jacobian, and hence the convergence of the

algorithm, depend crucially on the computability of the necessary gradients. In the case

of C0 evolution laws, it is clear that convergence rates could be severely affected and the

algorithm may diverge altogether. It is well known that the Newton-Rapson scheme will

have serious issues converging near inflection points. Hence, it is often difficult, sometimes

almost impossible, to use the conventional implicit method to integrate plasticity mod-

els with nonsmooth evolution relations (e.g., emanating from complex micromechanical

substructures) [72, 68].

To ameliorate the shortcomings of fully implicit schemes in the context of C0 evolution

laws, we propose a simple semi-implicit scheme. The main procedure is simple and it

involves freezing the plastic internal variables (PIVs) in the model at their previous,

converged value. If the solution at time station tn+1 is being pursued, the PIVs in the



104

model are fixed at their value at time station tn, or αn This strategy of freezing the PIVs

is different from previous semi-implicit algorithms such as those presented in [66, 67],

where the plastic flow and moduli are explicitly integrated.

A flowchart explicating the semi-implicit return mapping algorithm is given in Fig-

ure 4.2. Comparing the new semi-implicit scheme in Figure 4.2 with the fully implicit

algorithm in Figure 4.1, it is clear that the material subroutine only updates the stresses

σ and the plastic increment ∆λ at tn+1, while keeping the PIVs fixed at their previous tn

value. Accordingly, the unknown vector x and the corresponding residual r read

(4.3) x =

 σ

∆λ

 , r(x) =

 (ce)−1 ·∆σ + ∆λG,σ −∆ε

F (σ)


Note the reduction in the number of unknowns and the resulting disappearance of the

derivatives of the PIVs, cf., equation (4.2). In general, it is still necessary to invoke the

Newton-Raphson locally to solve for x. Hence, the local Jacobian is defined such that

(4.4) r,x =

 a g

f 0

 ; a := (ce)−1 + ∆λΛ; Λ := G,σσ; g := G,σ; f := F,σ

The consistent tangent operator c = ∂σn+1/∂εn+1 is obtained in the standard form,

similar to the fully implicit algorithms, by exploiting the converged residual function

[73, 74, 57], i.e.,

(4.5) c = a−1 − 1

χ̄
a−1 : g ⊗ f : a−1; χ̄ = g : a−1 : f
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where one can show that c corresponds to the upper fourth-order tensor of the inverse

of the local jacobian r,x. It is interesting to note the similarity between the consistent

tangent and the continuum elastoplastic tangent for perfect plasticity, i.e.,

(4.6) cep = ce − 1

χ
ce : g ⊗ f : ce; χ = g : ce : f

For the case of a two-invariant model, such as Drucker-Prager, the above return map-

ping converges in one iteration and the state is obtained directly such that,

(4.7) σ = σtr −∆λg; σtr = σn + ce : ∆ε

and

(4.8) ∆λ =
F tr

χ
; F tr = F (σtr)

These equations of state for the stress σ and the plastic multiplier ∆λ are obtained

departing from a trial state i.e., σ = σtr and ∆λ = 0. The isotropy of the linear elastic

model and the yield and plastic potential functions imply coaxiality, which affords the

model constant gradients f = f tr and g = gtr in the Drucker-Prager model, where

the trial gradients are simply the gradients of the yield function and plastic potential

evaluated at the trial stress σtr. A geometrical interpretation for the algorithm in stress

space is given in Figure 4.3. From this figure and from equations (4.7) and (4.8), it can be

appreciated that the converged state is only a function of the trial state and therefore can

be obtained without iterations. Finally, based on equation (4.7) a simplified closed-form
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Material Subroutine
given

compute

TIME STEP LOOP

ITERATION LOOP

ELEMENT LOOP

GAUSS INTEGRATION LOOP

CONTINUE

CONVERGENCE CHECK

Y

N

λn,αn,σn & ∆ε

λn+1,σn+1 & cn+1

Updates

freeze αn

∆α = ∆λα̂(σn+1,α)
αn+1 = αn + ∆α

Figure 4.2. Flowchart for the semi-implicit return mapping algorithm
within an FE code.

expression for the consistent tangent operator is obtained, i.e.,

(4.9) c = cep︸︷︷︸
continuum tangent

− ∆λce : Λ : ce︸ ︷︷ ︸
algorithmic tangent

where one can observe the O(∆λ) contribution from the algorithmic tangent.

CORRECTOR
PLASTIC

σnσn+1

Fn+1

Gn+1

Fn ELASTIC
PREDICTOR

CORRECTOR
PLASTIC

σn

σn+1

Fn+1

Gn+1Fn

ELASTIC
PREDICTOR

 

INTER-STEP
EVOLUTION

INTER-STEP
EVOLUTION

Figure 4.3. Two scenarios for the semi-implicit algorithm: (a) hardening
and (b) softening.
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Remark 3. The plastic internal variables (PIVs) are not updated until the global

equation of motion have been satisfied at the global level. Figure 4.2 shows the updating

procedure. In essence, the PIVs are direct functions of the converged values of stress σ

and the plastic multiplier ∆λ. These PIVs are used for the next time step calculation

and kept frozen until the subsequent converged state is achieved.

To bypass potential problems with nonsmooth evolution (C0) functions, the semi-

explicit algorithm presented above, freezes the plastic internal variable at the previous

time station. Hence, effectively behaving as a perfectly plastic material for a given time

step. Similarly, truly explicit algorithms e.g., [75, 76] will also be able to bypass issues

related to C0 functions for the evolution laws. However, the explicit algorithms have two

potential shortcomings. First, explicit algorithms generally need to be corrected to pre-

vent yield surface from ‘drifting’, i.e., a violation of the consistency condition [67, 68].

Furthermore, an explicit stress integration is better employed within an explicit FE frame-

work e.g., [69], as there is no closed-form solution for the consistent tangent operator.

In fact, it has been shown that the derivation of such CTO can be quite tedious [77]

and could necessitate numerical differentiation [72, 78], which is computationally expen-

sive. In contrast, the semi-implicit algorithm presented above combines the advantages

of implicit and explicit methods.

Remark 4. It can be seen that the main shortcoming of the semi-implicit method will

be potential lack of accuracy stemming from the frozen plasticity. However, as Figures 4.2

and 4.3 show, the stress is corrected to enforce consistency, i.e., Fn+1 = F (σn+1,αn) = 0,

where the PIVs are frozen at their values at tn. This inaccuracy should not be confused
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with drifting, which is typically defined as Fn+1 6== 0 in explicit schemes (see [67], pp.

277).

In this section, and without loss of generality, we apply the semi-implicit return

mapping to a Morh-Coulomb-type model exemplified by the classic linear elastic-plastic

Drucker-Prager model with nonlinear hardening/softening [4]. Naturally, we will demon-

strate the robustness of the method within the context of C0 evolution laws for the plastic

internal variables involved. The elastic region of the model is furnished by the linear

tangent such that

(4.10) ce = Kδ ⊗ δ + 2µ

(
I − 1

3
δ ⊗ δ

)

where K and µ are the constant elastic bulk and shear moduli, δ is the second-order

identity tensor and I is its fourth-order counterpart. Within this context, we can define

two invariants of the stress tensor such that

(4.11) p =
1

3
trσ; q =

√
3

2
‖s‖

where tr � = � : δ is the trace operator, ‖�‖ is the L2-norm, and s = σ − pδ is the

deviatoric component of the stress tensor. Similarly, the invariants of the strain rate

tensor (total, elastic, or plastic) are defined as

(4.12) ε̇v = tr ε̇; ε̇s =

√
2

3
‖ė‖

where ė = ε̇− 1/3ε̇vδ is the deviatoric component of the strain tensor.
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Using the aforementioned invariants of the stress tensor, we can define the yield surface

and plastic potential for the Drucker-Prager (D-P) model:

(4.13)
F = q + αp− cf

G = q + βp− cq

Typically, the cohesion parameter cf = 0 for granular materials, while the cohesion-like

parameter cq is to be adjusted so that the potential surface G is always attached to

the current stress point. Two evolution parameters are involved in the D-P model—the

friction resistance α and the dilatancy parameter β. For cf = 0 (assumed henceforth) and

at yielding, the friction parameter takes the form

(4.14) α = −q
p

Note that the only allowable states of stress when cf = 0 are compressive, i.e., p < 0.The

physical interpretation for the plastic internal variable α is that it directly represents the

mobilized friction angle of the granular material. Hence, α indicates the mobilized friction

resistance at any given state. Invoking the nonassociative flow rule, one can show that

the volumetric and deviatoric invariants of the plastic strain rate tensor are defined by

(4.15) ε̇pv = λ̇
∂G

∂p
; ε̇ps = λ̇

∂G

∂q

For the D-P model presented here, it turns out that the dilatancy β takes the form

(4.16) β =
ε̇pv
ε̇ps
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Similar to the friction coeficient α, the dilatancy β measures the change in volumetric

plastic deformations for a given change in deviatoric plastic deformations. Reynolds in

1885 coined the term and pointed out its crucial role in the mechanical behavior of granular

media [79]. Finally, the corresponding gradients to the yield surface and plastic potential

are given such that

f =
1

3
αδ +

√
3

2
n̂

g =
1

3
βδ +

√
3

2
n̂(4.17)

where n̂ = s/‖s‖ is the unit deviatoric tensor. Due to coaxiality, it can be shown that

the deviatoric unit tensor can be defined using the trial stress tensor, i.e., n̂ = str/‖str‖
and, consequently, f = f tr and g = gtr.

In what follows, different evolution laws for the PIVs α and β will be considered to

evaluate the accuracy, stability, and efficiency of the proposed semi-implicit algorithm

against the backdrop of its fully implicit counterpart.

4.3.1. Smooth evolution law

The accuracy, stability, and efficiency of the semi-implicit integration technique will be

evaluated in this section. A smooth evolution law will be considered to provide both the

semi-implicit and fully-implicit algorithms the same datum to make meaningful compar-

isons.
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Consider the following smooth evolution laws for the friction and dilatancy parameters,

respectively

α = a0 + a1λ exp (a2p− a3λ)

β = α− β0(4.18)

where a0, a1, a2, a3 and β0 are (positive) material constants. It is clear that the evolution

laws above are highly nonlinear and state-dependent (stress and cumulative plastic strain).

Note that the friction resistance α and the dilatancy parameter β differ by a constant

β0, which is amenable to the stress-dilatancy relation widely observed in granular media

[80, 81, 12]. The evolution laws defined above were introduced in [71] to test the

robustness of fully-implicit return mapping algorithms. Similar to the values used in [71],

we use a0 = 0.7, a1 = 50, a2 = 0.0005/kPa, a3 = 50 and β0 = 0.7. For the elastic

parameters, we use E = 25000 kPa and ν = 0.3.

Here, we will perform plane strain compression ‘experiments’ under constant confine-

ment. These experiments will furnish homogeneous BVPs that can be used to assess

accuracy, stability and rate of convergence at the global level. The specimens are ini-

tially isotropically consolidated to a hydrostatic state of p0 = 50 kPa. Subsequently,

the specimens are sheared under constant lateral confining stress σ∗3 but increasing axial

strain ε1. The axial strain is increased by ∆ε1 = 0.3% until the cumulative strain reaches

about 10%. This situation allows us to define the global scalar residual function such that

R(ε3) = σ∗3 − σ3(ε3), where we underscore the dependence of the residual function on the

unknown lateral strain ε3. Hence, the solution of the problem is R = 0 when we have

found an appropriate ε3 such that the calculated lateral stress σ3 equals the prescribed
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Figure 4.4. Integration of the smooth evolution relation under plane-strain
compression: (a) stress response and (b) strain response.

lateral stress σ∗3, for a given axial strain ε1. The convergence criterion for the BVP is

given such that

(4.19) |R|/|R0| < 10−10

where R0 is the initial residual.

Figure 4.4 shows the results of the experiments for both numerical integration tech-

niques. It can be seen that both the stress-strain response and the volume-strain evolution

are captured very well by the semi-implicit algorithm. The peak stress is captured cor-

rectly with a slight delay due to the PIVs lagging (freezing). Overall, we can conclude that

the results for both algorithms are comparable. Similarly, it is important to compare the

rate of convergence globally to obtain a sense of the efficiency of the method for implicit

codes where the consistent tangent operator is needed. Figure 4.5 shows the semi-log plot

of the normalized residual degradation curves in two typical load steps for each integration
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Figure 4.5. Residual degradation for plane strain problem with smooth evo-
lution law.

algorithm. One convergence profile is reported pre-peak and the other post-peak. Clearly,

the convergence rates of both algorithms are asymptotically quadratic. Convergence pro-

files at all other time steps are also asymptotically quadratic. These results suggest the

semi-implicit algorithm is capable delivering the same advantage, as far as convergence is

concerned, as its implicit counterpart.

Finally, to assess the accuracy of the scheme in a more quantitative fashion, isoerror

analysis was performed. This numeric tool is typically employed to quantify the per-

cent error of a solution compared to an ‘exact’ solution for one time step and under

homogeneous conditions [13, 70, 71]. Figure 4.6 shows an isoerror map generated using

various combinations of (∆ε1,∆ε3). The semi-implicit algorithm was used in all compu-

tations, starting from the same “isoerror point” shown in Figure 4.4a (σ1 = −131.2 kPa,

σ2 = −83.0 kPa, σ3 = −50.0 kPa). Each computation of (∆ε1,∆ε3) was first prescribed
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Figure 4.6. Isomaps for the semi-implicit algorithm relative to the ‘exact’ solution

in a single step, and the computed stress is denoted by σ. Then, we calculated the ‘ex-

act’ stress σ∗ by subdividing the strain increment of (∆ε1,∆ε3) until further refinement

produces negligible changes in the resulting stress. The relative error was calculated from

the equation

(4.20) ERR :=
||σ − σ∗||
||σ∗|| × 100

The step-size dependent error is represented by the isolines in Figure 4.20, where negative

strain increment is compressive. As expected, accuracy generally deteriorates as the strain

increments increase. Nevertheless, increases of up to 0.1% in the strain increment, which

is large, yield errors below 2%, which is generally acceptable.

These results suggest an equivalence between the semi-implicit and implicit return

mappings under smooth conditions. Generally, implicit methods claim greater stability,
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good accuracy and quadratic convergence profiles. This example has shown that the

semi-implicit return mapping proposed can claim similar properties. In what follows, we

will show a case where the semi-implicit algorithm performs much better than its implicit

counterpart.

4.3.2. Nonsmooth (C0) evolution law

In this section, the robustness of the semi-implicit method in handling C0 evolution laws

will be demonstrated by way of a numerical example. As mentioned earlier, the complex-

ity of granular materials often requires the use of highly nonlinear and often empirical

evolution laws for the plastic internal variables. It is not uncommon for evolution laws to

contain ranges over which the evolutions are continuous but that introduce kinks at the

intersections. One such evolution law was proposed by Lade to simulate the behavior of

granular materials [51, 52]. Consider the following evolution for the frictional resistance

and dilatancy, respectively [51, 52],

α =

 β0 + h1λ if λ ≤ l

β0 + h1l + h2(λ− l) if λ > l
(4.21)

β = α− β0(4.22)

Figure 4.7 shows the plot of the evolution law proposed for α, labeled as ‘imposed’ since

this function effectively imposes the allowable values for the stress ratio −q/p. From

Figure 4.7 and equation (4.21), it can be observed that the evolution law for the friction

parameter is bilinear, with a potential change in slope from h1 to h2 at λ = l. Hence, if



116

h1 6= h2, as it is usually the case, the derivative function is discontinuous at λ = l. This

discontinuity will make it difficult for fully implicit return mapping to converge.

For this example, we have chosen the following material parameters β0 = 0.7, h1 =

20, h2 = −20 and l = 0.09. We perform axisymmetric compression simulations using

the implicit return mapping and the semi-implicit algorithm within the context of the

Drucker-Prager model presented above. The numerical example is started from a state

of hydrostatic compression of p0 = 50 kPa and then the confining stress is held constant

with an increasing axial strain at a rate of ∆ε1 = 0.5% in compression. Similar to the

previous example, the axisymmetric compression simulation furnishes a BVP with mixed

boundary conditions and a global residual where the confining stress is prescribed and

must be matched by the computed lateral stress. Of course, the global convergence of the

problem depends crucially on the local performance of the integration algorithm.

The results of the simulations are shown in Figure 4.7. Clearly, one measure of success,

is for the computed stress ratio −q/p to follow the ‘imposed’ evolution of α. Figure 4.7

shows that the semi-implicit algorithm is capable of reproducing the imposed evolution of

the friction parameter α before and after the peak. On the other hand, the fully implicit

algorithm runs into trouble near the peak, loosing convergence and producing spurious

results. Part of the problem is explained by the global convergence profiles reported in

Figure 4.8. It can be seen that both algorithms converge quadratically in the hardening

regime. Near the peak, however, the implicit algorithm looses its convergence and finally

diverges. In contrast, the convergence profile for the semi-implicit algorithm is undeterred

even during the softening regime.
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Figure 4.8. Convergence profile for nonsmooth evolution law at various time steps.

These results clearly show the ability of the semi-implicit method to efficiently handle

C0 functions describing the evolution laws necessitated to perform computations using

elastoplastic models. Nevertheless, in the next section, a new class of nonsmooth evolu-

tions for the PIVs will be introduced
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4.4. Application to multiscale plasticity

In an effort to capture the micromechanical effects governing the behavior of granular

media, macroscopic phenonmenological models have been introduced. These models have

had relative success modeling the behavior of granular materials using plasticity theory

and phenomenological evolution laws (e.g., the nonsmooth evolution shown in the previous

example [51, 52]). However, it is now well accepted that these phenomenological laws

break down outside of the realm of the boundary conditions used to develop them. For

example, it is not uncommon for an evolution law to break down under plane strain if it

was developed under axisymmetric conditions. For this reason, micromechanical models

such as the discrete element method (DEM) [14] have been proposed. Unfortunately,

micromechanical models such as DEM are very computationally intensive and will not be

able to tackle engineering scale problems for the next 20 years [82]. Therefore, similar to

Molecular Dynamics computations, these discrete methods have introduced a bottleneck

in engineering computations, ameliorated by the advent of multiscale methods.

The key idea of multiscale methods is to retain high fidelity where necessary and use

continuum (phenomenological) approximations elsewhere. In general, multiscale meth-

ods can be classified as either hierarchical or concurrent [60]. Hierarchical methods use

information from the smaller scale as input to the relation for the larger scale. On the

other hand, concurrent methods apply models at different scales to different domains and

run them simultaneously. In an effort to capture the behavior of granular materials accu-

rately while bypassing phenomenological evolution laws, Andrade and Tu have proposed

a semi-concurrent multiscale method for updating Drucker-Prager-type models [12].
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Figure 4.9. Flowchart for the hierarchical multiscale scheme.

The basic idea behind the semi-concurrent multiscale method is to link the granular

scale and the continuum scale by extracting the evolution of the basic plastic variables

α and β directly from the grain scale computations. Figure 4.9 shows the basic recipe

for the method. Comparing Figures 4.9 and 4.2, one realizes that the algorithms are

form-identical, with the only difference being that the update in the multiscale model

is performed directly at the grainscale and then passed back to the continuum plastic-

ity model. Hence, the semi-implicit algorithm presented herein is at the heart of the

multiscale computational procedure proposed in [12].
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4.4.1. Unit cell computations and PIV evolution

In the semi-concurrent multiscale scheme, and as shown in Figure 4.9, the update of

the PIVs is performed at the so-called unit cell and then this continuum information is

passed to the plasticity model e.g., [61]. The unit cell contains a certain physical volume of

microstructure, from which continuum quantities (the critical parameters) are computed.

A closely related concept is the so-called representative volume element (RVE), defined as

the smallest possible region representative of the whole heterogeneous media, on average

[83]. Unlike the RVE, the unit cell may not necessarily represent the behavior of the entire

domain. However, similar to the RVE, the unit cell is a finite physical domain where a

continuum description is applicable (high frequency oscillations are not present in a given

continuum quantity, e.g., dilantancy). In a multiscale framework using FE, the unit cell

can be selected to cover a representative area around a Gauss point, resembling the local

Quasi-Continuum strategy [59]. In Figure 4.10a, for instance, the unit cell corresponds

to the hatched area outlined by the so-called ghost nodes. Alternatively, the whole finite

element can be taken as a unit cell, or the unit cell can be allowed to cover multiple

elements, resembling the non-local Quasi-Continuum [59].

UNIT CELL

GAUSS POINT+

GHOST NODE

F.E. NODE

1 2

43

UNIT CELL

+

+

+

+

∆σ22

∆ǫ11

∆ǫ12

(a) (b)

Figure 4.10. Unit cell computation: (a) domain, (b) mixed boundary condition.
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The unit cell contains a configuration of the microstructure, associated with a specific

Gauss point. The usefulness of the unit cell—furnishing the critical parameters necessi-

tated by the macroscopic plasticity model—is realized through probing the microstructure

in the current configuration. This probing imposes selected components from σ and ∆ε

onto the boundary of the unit cell domain. As shown in Figure 4.9, the unit cell is invoked

at the end of the current load step n + 1. After the probing is completed, the resulting

configuration of the microstructure is recorded, which will be used as the starting con-

figuration, or the current configuration, for the next unit cell computation. More details

about the multiscale procedure and the unit cell computation are given in [12] and are

outside the scope of this paper.

The basic PIVs in the D-P model are realized by invoking their physical significance,

i.e.,

αmic = −q
mic

pmic

βmic =
∆εmic

v

∆εmic
s

(4.23)

where the superscript ‘mic’ signifies that the quantity is computed from the micromechan-

ical model as a means to distinguish it from its continuum counterpart. The microme-

chanical variables are then passed as approximations to the continuum plastic internal

variables, i.e., α ≈ αmic and β ≈ βmic. In the next section, explanation is given in terms

of how to compute the stress and strain in a micromechanical model.
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4.4.2. A representative example

To demonstrate the effectiveness of the semi-implicit algorithm in incorporating non-

smooth micromechanical response into the multiscale scheme, we present the results of an

axisymmetric compression computation on a granular assembly. We use DEM as the mi-

cromechnical model. To extract the stress tensor, equilibrium conditions for a particulate

system can be invoked, yielding [84, 64],

(4.24) σ̄ =
1

V

Nc∑
c=1

lc ⊗ dc

where lc represents the contact force at contact point c, dc denotes the distance vector

connecting the two neighboring particles, Nc is the total number of contacts in the particle

assembly and V denotes the volume of the assembly, i.e., the volume of the unit cell

domain associated with a specific Gauss point. To compute a homogenized strain tensor,

the domain of the DEM-based unit cell can be partitioned into a series of polygonal

subdomains, with the corners of each polygon being the centers of participating particles

[85]. These polygons are deformed as the particle centers move, and the methods for

computing these deformations are given in [86, 87]. Consequently, a homogenized strain

tensor can be obtained by averaging these polygon-based deformations over the entire

domain of the unit cell.

At the continuum level, the sample domain is discretized using one 8-node isopara-

metric ‘brick’ element. A single unit cell is used to contain the cubic assembly of 1800

polydisperse spherical particles, shown in Figure 4.11. Initially, the assembly was isotrop-

ically compressed to p0 = 5500 kPa, with the initial configuration depicted in Figure 4.11.
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Figure 4.11. Initial configuration of the DEM-based unit cell.

The mixed boundary conditions of the unit cell include vertical strain control and horizon-

tal stress control, consistent with the boundary conditions imposed on the finite element.

A vertical strain increment ∆ε1 = 0.4% was prescribed on the finite element. Putting

the DEM model aside, the multiscale scheme involves only two parameters: E = 5× 105

kPa and ν = 0.25. For comparison purposes, a direct numerical simulation (DNS) was

performed on the same DEM assembly, with identical initial state and identical loading

mode. The DNS results are regarded as the ‘exact’ solution against which the accuracy

and performance of the multiscale scheme is evaluated.

Figure 4.12 shows the critical parameters (αmic and βmic) obtained from unit cell

computation and the resulting friction resistance calculated using the multiscale method,

i.e., −q/p. Figure 4.12b reports the evolution of the micromechanically-based dilatancy

βmic, which is later passed onto the macroscopic plasticity model. It is clear that the

micromechanical relations for both parameters are nonsmooth, especially in the post-

peak, finite deformation regime. These nonsmooth evolutions of αmic and βmic are recast
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Figure 4.12. nonsmooth evolution of the critical parameters: (a) friction
resistance obtained from unit cell vs. −q/p computed by capsule model
and (b) dilatancy parameter obtained from unit cell.

into the semi-implicit return mapping algorithm presented herein as nonsmooth evolution

laws for the plastic internal variables α and β. However, these evolutions of the PIVs are

not empirical and rather extracted on-the-fly from the actual microstructure. As shown

in Figure 4.12a, the semi-implicit return mapping is able to reproduce the nonsmooth

evolution of the frictional resistance parameter effectively and accurately.

Remark 5. In this paper, we use infinitesimal elastoplasticity as an example to

demonstrate the effectiveness of the proposed algorithm. Extension to finite deforma-

tion plasticity is straightforward and will not incur any substantial change in algorithm.

This has been done before in the context of implicit return mapping algorithms (see

[74, 88]). We recognize the inaccuracy of the small deformation theory in representing

the large deformations shown in the previous examples. However, these examples are not
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shown to capture the physics of deformation per se but to demonstrate the effectiveness

of the semi-implicit return mapping algorithm.

Figure 4.13 shows results obtained from the multiscale computation compared with

those from the DNS. The accuracy of the multiscale method is measured here solely based

on how closely it can reproduce the DNS results (verification). It can be seen that both

the stress-strain response and the volumetric deformations are captured accurately by the

multiscale model. This is remarkable in many levels, but most importantly due to the

few parameters necessitated for the multiscale computation. The two elastic parameters

are calibrated based on the initial response from the DNS and held constant for the

duration of the simulation. Subsequently, the only parameters necessitated by the model

are the frictional resistance and the dilatancy, which are allowed to evolve and extracted

from the micromechanics. It is remarkable that such a simple model can capture the

material response so closely. Finally, Figure 4.14 shows the global convergence rates for

several different strain levels, highlighting the optimal convergence rate displayed by the

algorithm. These results are very promising as they may open the door to more physics-

based constitutive models to capture the mechanical behavior of granular media, without

resorting to phenomenological evolution laws.

Remark 6. There is a noticeable shift in the responses obtained from the multiscale

computation relative to the DNS. This finite gap occurs at the transition from pure

elasticity to elastoplasticity and can be reduced by decreasing the time step. The shift is

due to the semi-implicit return mapping freezing of the plastic internal variables involved

in the multiscale computation.
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scale simulation.

Remark 7. The unit cell, representing the granular assembly, requires a number of pa-

rameters to describe the micromechanical response accurately. For the DEM model, these

parameters include particle geometry, grain stiffness, intergranular friction, etc. These pa-

rameters substantially determine how accurately the micromechanical model captures the

true material behavior, which, however, is not the main focus of this paper. The goal of
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the multiscale scheme is to faithfully reproduce the response of the underlying microme-

chanical model at the continuum scheme whatever that micromechanical model is. Hence,

the multiscale method provides a bridge from the micro scale to the macroscale but it

does not provide a micromechanical model. However, it is our believe that this multiscale

technique will allow further development of accurate and physics-based micromechanical

models in the near future.

Remark 8. There are two key items related to the success of the multiscale technique.

The first one is the appropriate selection of the so-called critical parameters—those pa-

rameters that are passed back to the macroscopic model. How to select these parameters

is key. In the case of granular materials under slow flow (quasi-static deformation) it

appears as though the frictional resistance and the dilatancy are sufficient to describe the

bulk of the material response. Hence, many models that encapsulate these mechanisms

can be used in the multiscale framework. This has been demonstrated elsewhere [12].

The second crucial item is the appropriate selection of the size of the unit cell. In this

work, we have not invoked any theoretical basis for the selection of the size, but rather

have based our determination on the concept of the unit cell (and RVE for that matter),

that it is the minimum size element where high oscillations in continuum properties can

be filtered out.

4.5. Closure

We have presented a semi-implicit return mapping algorithm for integration of the

stress response in elastoplastic models with nonsmooth (C0) evolution laws. The algorithm

owes its versatility to the notion of freezing the plastic internal variables and a posteriori
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update of the PIVs. We have demonstrated that the semi-implicit algorithm displays some

crucial qualities including good accuracy, stability, and the ability to calculate consistent

tangent operators in closed-form, which result in global quadratic convergence. The simple

algorithm was verified by way of numerical examples using empirically-based C0 evolution

laws as well as micromechanically-based evolutions of the critical variables. In both

instances, it was demonstrated that the semi-implicit algorithm can handle nonsmooth

evolutions accurately and efficiently. These features make the method promising and

computationally appealing.
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CHAPTER 5

Multiscale localization modeling in granular media

This Chapter is published in: Q. Chen, J.E. Andrade and E. Samaniego. AES for mul-

tiscale localization modeling in granular media. Computer Methods in Applied Mechanics

and Engineering, doi: 10.1016/j.cma.2011.04.022, 2011.

Abstract

This work presents a multiscale strong discontinuity approach to tackle key challenges

in modeling localization behavior in granular media: accommodation of discontinuities

in the kinematic fields, and direct linkage to the underlying grain-scale information.

Assumed enhanced strain (AES) concepts are borrowed to enhance elements for post-

localization analysis, but are reformulated within a recently-proposed hierarchical multi-

scale computational framework. Unlike classical AES methods, where material properties

are usually constants or assumed to evolve with some arbitrary phenomenological laws,

this framework provides a bridge to extract evolutions of key material parameters, such

as friction and dilatancy, based on grain scale computational or experimental data. More

importantly, the phenomenological softening modulus typically used in AES methods is

no longer required. Numerical examples of plane strain compression tests are presented

to illustrate the applicability of this method and to analyze its numerical performance.
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5.1. Introduction

Failure in granular materials may present in various modes, such as diffuse, localized,

etc. Many research efforts have been devoted to understand the failure phenomenon

in granular materials (e.g., [89, 90]). Diffuse failure refers to failure modes with no

strain localization pattern, see e.g., some recent work by [91] and [92], among others.

In this paper, we are particularly interested in studying failure in the form of localized

deformations, i.e., large strains occurring over a narrow zone. Macroscopic detection of

localization phenomena is relatively well understood and its modeling has been cast within

the finite element method, e.g., [10, 93, 94, 74, 95]. However, advancement of solutions

beyond the localization point remains a challenge in computational mechanics. On the

one hand, propagation of localization bands necessitates accommodation of discontinuities

in some kinematical fields (e.g., displacements or strains) in a deforming body; on the

other hand, the underlying grain structures and particle interactions, which are known

to govern material responses at the macroscale, are yet to be taken into account when

modeling localization behavior in granular materials. This latter point would allow for

enhanced modeling capabilities and higher accuracy.

Regarding discontinuities in kinematical fields, there are usually two types identified

in the literature [17]: weak discontinuities, which involve a discontinuous deformation

gradient; and strong discontinuities, which involve a discontinuous displacement field.

Classical approaches typically consider localization bands as weak discontinuities. How-

ever, due to the lack of an intrinsic characteristic length scale, classical rate-independent

plasticity models have difficulties in resolving material behavior beyond localization and

usually experience pathological mesh dependence [96, 67].
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An alternative way for analyzing localization problem has been proposed in recent

years and is predicated on the strong discontinuity concept, see for example [97, 98, 99,

17, 18, 100, 101, 102, 103, 104], among others. Failure kinematics related to local-

ization bands are approximated by means of discontinuous displacement fields embedded

within the finite elements undergoing localization. Multiple approaches have been pro-

posed for finite elements with embedded discontinuities, see [105, 106, 107] for compar-

ative studies. Among them is the assumed enhanced strain (AES) concept, first proposed

in [21] and which has been successfully used to capture the mechanism of deformations

in strain localization problems.

An appealing feature of the AES method is that no additional global degrees of freedom

are required since the enhancements for discontinuities are condensed out locally. Two

algorithms are readily available in the literature for condensation: the first one is based on

the standard static condensation technique, where the discontinuities of the deformation

mapping are condensed out at the element level, see for example [21, 20, 17, 18, 103,

108, 109, 110]; an alternative way was recently proposed in [22, 23, 111, 24, 25], where

the parameters defining the displacement jump within the finite element are condensed

out at the material point level and the standard Galerkin approximation is utilized. In this

paper we adopt a material point level condensation, where the resulting set of linearized

constitutive equations are formally identical to those of standard continuum models [24].

This is a great advantage from an implementation point of view, since it only requires

minor modifications to the material subroutine in an existing standard finite element code.
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A major drawback afflicting all current post localization models, including AES, is

the lack of proper material description within the band. Most implementations use sim-

ple constitutive formulations with constant material parameters, such as, the friction

coefficient. Moreover, some form of softening law, requiring softening moduli selected

arbitrarily and a priori, is generally required. A recent work by [112], which incorporates

a variable friction coefficient into the AES formulation, makes a clear attempt to address

this issue.

To overcome this drawback, we exploit the multiscale nature of granular materials.

Multiscale approaches have recently surfaced in granular mechanics. Among others, a

recent work by [113] investigates the mechanical behavior of granular materials within

a multiscale framework using an internally-consistent probabilistic model. The work in

[113] bridges scales at continuum level, but has not yet explicitly linked the continuum

scale with the grain scale, which is known to be the fundamental scale for granular mate-

rials. To this end, the discrete element method (DEM), proposed by [14], was developed

to capture the behavior of granular materials at the fundamental scale. The method has

also been extensively used in modeling localization band in granular media, see for ex-

ample [114, 115, 116, 117, 118], among others. However, as pointed out in [12], DEM

suffers two major shortcomings: expensive computational cost and inability to capture

real grain shapes. To overcome the shortcomings of DEM and combine the strengths of

available continuum and discrete models, we resort to a recently proposed multiscale com-

putational framework in [12, 2, 119] for modeling granular materials. The key idea is to

bypass the phenomenological evolutions of material parameters in the continuum model,

e.g., friction and dilatancy, and rather extract such evolutions directly from grain-scale
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structures and then upscale them into the continuum scale model. In this paper, we will

reformulate the AES methodology within this multiscale computational framework, using

a hierarchical information passing scheme. Following the taxonomy proposed by [16],

hierarchical means that the two scales are not coupled directly, but rather finer scales

provide data that can be used in a sequential way as the calculations are coarsened or

upscaled. By doing so, the evolutions of material parameters in the AES method could

be provided based on the grain scale information. More importantly, phenomenological

softening moduli are no longer required.

The remainder of the paper is structured as follows: in Section 5.2, the kinematics

induced by strong discontinuities and the constitutive equations of the AES method are

briefly summarized; in Section 5.3, a hierarchical multiscale framework is first presented

and the AES method is reformulated within the multiscale framework; in Section 5.4, two

numerical examples are presented utilizing the multiscale framework to couple the AES

with grain-scale computations and experiment data. Finally, we summarize our findings

and make some concluding remarks in the conclusion section.

As for notations and symbols used in this paper, bold-faced letters denote tensors or

vectors; the symbol ‘·’ denotes an inner product of two vectors (e.g. a · b = aibi), or a

single contraction of adjacent indices of two tensors (e.g. c · d = cijdjk); the symbol ‘⊗’

denotes a juxtaposition (e.g. a⊗ b = aibj, or α⊗ β = αijβkl); the symbol ‘:’ denotes an

inner product of two second-order tensors (e.g. c : d = cijdij); the symbol ‘|| · ||’ denotes

an L2 norm of a vector, e.g., ||e|| = (e · e)1/2 or a tensor ‖A‖ = (A : A)1/2. Stress and

strain are expressed in Voigt notation, and as a result, the associated stiffness/compliance

are expressed as matrices.
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5.2. Discontinuous kinematics and constitutive equations for the AES

method

In this section, discontinuous kinematics and constitutive equations for the AES

method are briefly summarized. As mentioned in the introduction, material point level

condensation will be utilized. For more detailed formulations and development of this

method, including its variational and matrix formulation, we refer the interested reader

to [22, 23, 24].

5.2.1. Kinematics induced by strong discontinuities

The domain of interest here is a body Ω split by a surface of discontinuity S. As usual,

Γu and Γt furnish the essential and natural boundaries and n is the unit normal of the

discontinuity surface, pointing towards Ω+. An additional subdomain Ωh ⊂ Ω is defined

by two arbitrary boundaries ahead (Sh+) and behind (Sh−) the discontinuity surface, and

split by S into the subdomains Ωh
+ and Ωh

−. This subdomain defines the support of the

ramp function in Eq. (5.1).
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Figure 5.1. (a) Domain Ω with a surface of discontinuity S; (b) One-

dimensional representation of the decomposed displacement field.

The discontinuous displacement field can be decomposed into a continuous part and

a discontinuous part as

(5.1) u(x) = ū(x)︸ ︷︷ ︸
continuous

+MS(x)[[u]](x)︸ ︷︷ ︸
discontinuous

where [[u]](x) is the displacement jump. The scalar functionMS(x) generates discontinuity

on the surface S and is given by

(5.2) MS(x) = HS(x)− fh(x), with supp [MS] = Ωh
+ ∪ Ωh

−

where “supp” represents the support of a function. The Heaviside function HS(x) is

defined on S such that

(5.3) HS(x) =

 1 x ∈ Ω+

0 x ∈ Ω−



136

At the same rate, fh(x) is any arbitrary smooth function that satisfies the requirements

(5.4) fh(x) =

 1 x ∈ Ω+\Ωh
+

0 x ∈ Ω−\Ωh
−

A one-dimensional representation of the decomposed displacement field is shown in Fig-

ure 5.1(b). Using such kinematic description of the displacement field, essential boundary

conditions can be applied exclusively on ū(x). Therefore, it allows for the computed

global nodal displacement ū(x) to be accepted as the final displacement field. The dis-

continuous part of the displacement field [[u]] is condensed out at the material point level,

leaving the global degrees of freedom unchanged.

In the AES concept, the enriched displacement field is modeled in an incompatible

sense. It is acceptable to neglect the gradient of the displacement discontinuity, i.e.,

∇s[[u]] = 0. Then, for infinitesimal deformations, the total strain rate tensor is written as

(5.5) ε̇ = ∇su̇ = ∇s ˙̄u− ([[u̇]]⊗∇fh)s + δS([[u̇]]⊗ n)s

where δS is the Dirac delta function on the surface S. It should be pointed out that it

is a modeling assumption to neglect the gradient of the displacement jump, and that, in

general, it is possible to allow variations in the displacement jump within one element, as

for example in [120, 121], where a linear interpolation for the displacement jump is used.
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5.2.2. Constitutive equations for post-localization response

In this section, we will focus on the constitutive equations for post-localization response,

since there is no difference between the constitutive framework used in the classical finite

element method and the AES method at the pre-localization stage.

Once a material is localized, a post-localization model describing material response

at the damaged state is invoked. In developing the constitutive equations, it is assumed

that inelastic deformations induced by plasticity or material damage are restricted to the

deformation band in question. A convex elastic domain Ẽ is defined by a smooth yield

function F , characterizing the yield condition on the band,

(5.6) Ẽ =
{

(σ,α) ∈ Rndim | F (σ,α) ≤ 0
}

where α is a stress-like vector of internal variables of dimension n. The yield function F

can be different from its counterpart at the intact stage. In addition, a plastic potential

function G can be defined. The model does not require an explicit form for this function,

but some restrictions apply on G, as will be shown in Eq. (5.10).

Decomposing the displacement jump rate [[u̇]] into its magnitude ξ̇ and direction vector

m we obtain

(5.7) [[u̇]] = ξ̇m

from which expression the associated strain rate tensor emanates, cf., equation (5.1)

(5.8) ε̇ = ∇su̇ = ∇s ˙̄u− ξ̇(m⊗∇fh)s + ξ̇δS(m⊗ n)s
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Then, by subtracting the plastic part, we obtain the elastic strain rate tensor ε̇e

(5.9) ε̇e = ∇s ˙̄u− ξ̇(m⊗∇fh)s + ξ̇δS(m⊗ n)s − λδδS∂G
∂σ

where λ = λδδS is the usual plastic consistency parameter.

The last two terms of (5.9) cancel because of the assumption that plasticity is localized

to the discontinuity and hence the slip rate tensor ξ̇(m⊗n)s is fully plastic, which actually

imposes a constraint on the plastic potential function G

(5.10)
∂G

∂σ
= Λ(m⊗ n)s, Λ =

ξ̇

λδ

The Cauchy stress rate tensor is then computed as

(5.11) σ̇ = cE : ε̇e = cE :
[
∇s ˙̄u− ξ̇(m⊗∇fh)s

]
, in Ω \ S

where cE is the elastic constitutive tensor. The constitutive equation resembles the

predictor-corrector scheme of continuum plasticity, where ξ̇ plays the role of the plas-

tic consistency parameter. Yielding in the damaged state is described by the consistency

condition on the band,

(5.12) Ḟ = ψ : σ̇ − ξ̇H̃δ = 0, ψ =
∂F

∂σ
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where H̃δ is the softening modulus on the band. Substituting equation (5.11) into (5.12)

and solving for the jump rate ξ̇,

(5.13) ξ̇ =
ψ : cE : ˙̄ε

ψ : cE : (m⊗∇fh)s + H̃δ

, ˙̄ε = ∇s ˙̄u

Then, the Cauchy stress rate tensor, at the post-localization stage, is written as

(5.14) σ̇ = c̃EP : ∇s ˙̄u

where c̃EP is the equivalent elastoplastic tangential modulus with the presence of dis-

placement jumps and is given as

(5.15) c̃EP = cE − c
E : (m⊗∇fh)s ⊗ψ : cE

ψ : cE : (m⊗∇fh)s + H̃δ

The constitutive framework implied by the yield function F , plastic flow (eq. (5.10))

and the softening modulus Hδ plays a crucial role in the accuracy of the AES method.

Currently, constant material properties are usually assumed a priori and selection of

values is quite arbitrary. This is one of the major drawbacks of the AES method. To

overcome this, we will resort to the multiscale nature of granular materials and linking

the underlying grain-scale information with the continuum scale AES method.

5.3. AES for multiscale framework

In this section, the standard AES method will be reformulated within a recently-

proposed multiscale framework for granular materials, see for example [12, 2, 119]. The

most salient difference between the algorithm presented herein and that in the standard

AES formulation is that the softening modulus Hδ is no longer required in the current
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framework. Moreover, the evolutions of the plastic internal variables will be extracted

from the grain-scale information, instead of assuming their values a priori.

5.3.1. Hierarchical multiscale framework

In this section, a hierarchical multiscale framework is presented to couple continuum-

scale plasticity models with information extracted from grain-scale kinematics, e.g., DEM

computations or physical experiments.

Continuum description considers the classical two-invariant Drucker-Prager (D-P)

model, where the two stress invariants are given as

(5.16) p =
1

3
trσ; q =

√
3

2
‖s‖

with tr � = � : δ as the trace operator, s = σ − pδ as the deviatoric component of the

stress tensor and ||�|| denotes the L2 norm of �. Similarly, the invariants of the strain

rate tensor are defined as

(5.17) ε̇v = tr ε̇; ε̇s =

√
2

3
‖ė‖

where ė = ε̇− 1/3ε̇vδ is the deviatoric component of the strain rate tensor.

Using the aforementioned invariants of the stress tensor, the yield function F and the

plastic potential function G for the D-P model at the pre-localization stage can be defined

as

F (σ, µ) = q + µp− cf = 0(5.18)

G(σ, β) = q + βp− cq(5.19)
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where the cohesion parameter cf = 0 for granular materials and the cohesion-like param-

eter cq ensures that the potential surface G is always attached to the current stress point.

Two plastic internal variables are involved in the D-P model: the friction coefficient µ

and the dilatancy parameter β. Physically, µ directly represents the mobilized friction

angle of granular materials. At yielding, µ takes the form

(5.20) µ = −q
p

The dilatancy parameter β measures the change in volumetric plastic deformation for a

given change in deviatoric plastic deformation. Specifically,

(5.21) β =
ε̇pv
ε̇ps
≈ ε̇v
ε̇s

where, in approximation, the elastic strain increments are neglected. This is a plausible

approximation once plasticity dominates the deformation, which is the case for most

granular materials after yielding. It is important to clarify that equation (5.21) is only

used to extract β from granular scale computations or observations. This assumption

only affects the accuracy of extracted value from granular scale. In the continuum scale

computation, we do not enforce this assumption. As can be seen from the examples

presented herein, this method yields good accuracy relative to experiments and direct

observations.

In our case, post-localization, the same form of the yield function as in equation (5.18)

is used, but different yield functions can be chosen, if desired. As discussed in Section

5.2.2, a specific form of the plastic potential function is not required. Instead, the direction

of the plastic flow is provided by
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(5.22)
∂G

∂σ
∝ (m⊗ n)s

where the relation between m and n is shown in Figure 5.2. Furthermore, the jump’s

dilatancy angle ψ (see [110, 109] for a closer definition) controls the distance between m

and the slip surface S. The specific geometrical relation between m and n is given by

(5.23) m · n = sinψ

n

m

e1

e2

S

ψ

Ω+

Ω−

Figure 5.2. Relation between m and n relative to the discontinuity surface S.

Remark 9. The procedure to evaluate m and n, which are central to the AES formu-

lation, deserves further explanation. In the numerical examples presented in this paper,

the orientation of the shear band (e.g., given by n) is readily available from DEM compu-

tations or experimental data by measuring the angle of the formed localization band. In

this sense, the DEM is seen as a numerical experiment. Therefore, there are similarities

between extracting shear band orientation and local information from DEM and from

physical experiment. Also, for both physical experiment and the DEM simulation, we

know exactly when the localization is triggered and the multiscale computation will read
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localized data once the localization is reached. Alternatively, a more sophisticated pre-

localization analysis of the acoustic tensor can be performed, signaling the onset of strain

localization and providing the orientation of the band, see for example [110, 109, 57].

This latter analysis would be particularly useful when shear band information is not

available or to make computations truly predictive. Here, we focus on post-bifurcation

response and assume the orientation of the bands are known.

In standard AES, material properties, such as the aforementioned plastic internal vari-

ables, are usually assumed to be constant or to evolve with some arbitrary phenomenolog-

ical relation. Moreover, an additional softening modulus Hδ is typically required so that

the softening behavior after localization is captured. Within the multiscale framework,

however, we exploit the physical significance of the plastic internal variables to extract

them directly from grain-scale information available form DEM calculations or data from

physical experiments.

In the case of DEM computations, the friction coefficient and dilatancy parameter are

calculated based on average micro-mechanical stress and strain tensors [84, 122, 63].

Following the procedure presented in [12], µ and β are calculated as

(5.24) µ ' − q̄
p̄

; β ' ∆ε̄v
∆ε̄s

where �̄ signifies micro-mechanically-based quantities; ∆� = �n+1 − �n represents the

change of � from time tn to tn+1.

In the case of experiment-based computations, only dilatancy can be estimated di-

rectly. In the example presented herein, we use the data from [15], who measured the
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change in volumetric and deviatoric strains, and related it to the angle of dilatancy as

(cf. equation (6) in [15]),

(5.25) ψ = tan−1

(
∆εv
∆εs

)

and then β is directly related to the dilation angle via

(5.26) β = tanψ

Remark 10. Recent advances in X-ray tomography and digital image correlation

allow the kinematics of each grain to be captured throughout experiments and in real

time, e.g., [123, 124]. In this case, the incremental strain field can be calculated using

finite element interpolations and the incremental displacement data is obtained directly

from experiments. Then, β is calculated from equation (5.24). This method is fully

explored in a recent paper by [119].

Regarding the friction coefficient, since the micro-mechanical stress tensor is not read-

ily available from experiments, one indirect way to estimate µ is to invoke a stress-

dilatancy relation for granular materials [81]

(5.27) µ = β + µcv

where µcv is a constant material parameter measuring the friction coefficient or stress

ratio at critical state in a granular assembly.

Once evolutions of the plastic internal variables are fully defined, they will be used

hierarchically as the calculations are coarsened or upscaled to the continuum scale. One
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of the key features of this multiscale framework is that the plastic internal variables are

“frozen” within each time step, and only updated when global convergence is achieved.

Figure 5.3 shows the flow chart for the multiscale framework within a finite element

program. Numerical implementation for pre-localization using conventional finite element

method has been presented in recent publications by the authors [12, 2]. For post-

localization analyses using the AES method, we will extend the previously-developed

algorithms and present them in detail in the next section.

Material Subroutine
  given

  freeze
  compute

a 

UPDATE P.I.Vs
    given 
  
  update

TIME STEP LOOP

ITERATION LOOP

ELEMENT LOOP

GAUSS INTEGRATION LOOP

CONTINUE

CONVERGENCE CHECK

Y

N

σn, µn, βn & ∆ε

µn & βn

σn+1, ∆λ & cn+1

εn+1 = ε(σn+1)

µn+1 ≈ µmic(εn+1)
βn+1 ≈ βmic(εn+1)

Figure 5.3. Flowchart for the hierarchical multiscale scheme, modified from [2].
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In a nutshell, the hierarchical multiscale framework consists of the following key steps:

(1) perform grain-scale computation using DEM, or obtain local measurement data from

experiment; (2) extract evolutions of plastic internal variables from DEM using equa-

tion (5.24), or from experiments using either displacement field or measured dilatancy

angle to obtain β, and use Eq. (5.27) to obtain µ; (3) use these evolutions of plastic

internal variables as input for continuum scale computation using FEM, with localized

elements enhanced through the AES technique.

Remark 11. One advantage of the aforementioned framework is that it provides in-

sight into the granular scale information and a way to link it to continuum scale AES,

wherever and whenever is necessary. This has not yet been taken into account by the

standard AES. Also, a hierarchical multiscale framework has been presented in this sec-

tion, but the framework could be extended to concurrent information passing schemes, as

shown in [2]. This would allow AES to be linked with granular computation on the fly to

achieve truly predictive capability .

5.3.2. Stress integration algorithm for AES within the multiscale framework

As shown in Figure 5.3, within each time step, the plastic internal variables are “frozen”,

and are only updated at global convergence. Therefore, the integration algorithm at each

material point is analogous to that of a perfect plasticity model. Because of the delay in

updating the plastic internal variables, the consistency condition (equation (5.12)) is no

longer enforced when integrating stresses. Instead, the yielding condition Fn+1 = 0 will

be enforced.
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To compute the stress state at time tn+1, we will start with the rate form of the Cauchy

stress. In AES formulation, the Cauchy stress rate is given as (cf. equation (5.11))

(5.28) σ̇ = σ̇tr − ξ̇cE : (m⊗∇fh)s, σ̇tr = cE : ∇s ˙̄u

where σ̇tr is the trial stress rate. Integrating equation (5.28) from tn to tn+1, we obtain

(5.29) σn+1 = σtr
n+1 −∆ξcE : (m⊗∇fh)s

where σtr
n+1 is the trial stress at time tn+1 and is written as

(5.30) σtr
n+1 = σn + cE :

(∇ūhn+1 −∇ūhn
)s

As mentioned before, yielding condition on the band is enforced instead of the consis-

tency condition, such that,

(5.31) Fn+1 = F (σn+1, µn) = 0

Note that the plastic variable µ is held at its value at the previous time step tn, resulting

in a delayed update. The integration algorithm is based on finding the stress state σn+1

so that equations (5.29) and (5.31) are satisfied. The algorithm is summarized in the

following tables.

In table 5.1, the consistent tangent operator (CTO) cn+1 is needed in order to achieve

optimal asymptotically quadratic convergences rate at the global level. For the stress
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Table 5.1. Stress integration algorithm for the AES method within the mul-
tiscale framework

GIVEN: σn, ∇ūhn+1, ∇ūhn, ∇fh, m and µn.
FIND: σn+1 and ∆ξ such that Eqs. (5.29) and (5.31) are satisfied.
STEP 1. Compute the trial stress state σtr

n+1, and the yield function
F tr(σtr

n+1, µn).
STEP 2. Check the yielding condition: F tr(σtr

n+1, µn) ≤ 0 ?
Yes, set σn+1 = σtr

n+1 and exit.
STEP 3. No, initialize ∆ξ = 0 and use Newton-Raphson to solve for ∆ξ (see
table 5.2).
STEP 4. Update σn+1 = σtr

n+1 −∆ξcE : (m⊗∇fh)s.
STEP 5. Compute the consistent tangent operator (CTO): cn+1 = ∂σn+1

∂∇sūh
n+1

(see

details below).

Table 5.2. Newton-Raphson loop to solve for ∆ξ

STEP 1. Initialize the unknown ∆ξk = 0 and set the iteration number k = 0.
STEP 2. Compute σkn+1 = σtr

n+1 −∆ξkcE : (m⊗∇fh)s and F k
n+1(σkn+1, µn).

STEP 3. Check if the residual r(σkn+1,∆ξ
k) = F k

n+1(σkn+1, µn) = 0 ?
Yes, set ∆ξ = ∆ξk and exit.
STEP 4. No, compute the local consistent tangent r′ = −b : a
where a = −∂σn+1

∂∆ξ
and b = ∂Fn+1

∂σn+1
.

STEP 5. Update ∆ξk+1 = −(r′)−1r + ∆ξk, k = k + 1 and go to STEP 2.

update presented in equation (5.29), the CTO can be computed as

(5.32) cn+1 =
∂σn+1

∂∇sūhn+1

= cE − a⊗ ã
b : a

where

(5.33) a = −∂σn+1

∂∆ξ
, b =

∂Fn+1

∂σn+1

, ã = b : cE
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5.4. Numerical examples

In this section, we present two numerical examples to illustrate the applicability of the

reformulated AES method within the hierarchical multiscale framework and to analyze

its numerical performance. Both examples are plane strain compression tests. The first

one utilizes DEM as the micromechanical model to extract evolutions of plastic internal

variables, while the second one obtains such information directly from a well-instrumented

physical experiment. In each example, different meshes are generated to demonstrate the

objectivity of this framework with respect to mesh refinement and insensitivity to mesh

alignment.

5.4.1. Coupling AES with DEM

In this example, a plane strain compression test coupling AES with DEM is presented.

DEM is used as the microscale model to provide evolutions of the plastic internal variables.

We chose two-dimensional (2D) DEM for its computational simplicity and efficiency. To

this end, the stress and strain invariants given in equations (5.16) and (5.17) will be

redefined for 2D cases.

The 2D DEM model consists of 2,520 disks, with the same radius of 0.05m. The

dimensions of the sample are 0.31m by 0.62m. The sample is initially consolidated under

stress controlled boundary conditions until σa = σr = −100 kPa, where σa and σr are

the axial and lateral stresses. After consolidation stage, σr is held constant while the top

platen moves vertically downward under prescribed incremental strain, with the bottom

plate fixed. The loading continues after a localization band appears and stops when
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critical state is apparently reached. The initial configuration and boundary conditions

under plane strain loading for the DEM model are shown in Figure 5.4.

σrσr

δ

L

2L

Figure 5.4. Initial configuration and boundary conditions under plane strain
loading of the DEM model.

For 2D, we use the following definition for stress invariants, see also [125] for similar

definitions for 2D biaxial test:

(5.34) p = σr + σa; q = σr − σa

Similarly, for strain invariants

(5.35) εv = εr + εa; εs = εr − εa

Using the 2D definitions of p and q in the D-P yield surface in equation (5.20) the friction

coefficient takes the form

(5.36) µ =
σr − σa
σr + σa

= sinφ
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where φ is called the friction angle, and it sets the angle of the failure envelope under

Mohr-Coulomb failure criterion.

Figure 5.5 shows the global stress-strain behavior for this DEM simulation. The axial

stress increases linearly with the axial strain up to 0.5%, where the stress reaches its peak

value. Marked softening follows the peak. As will be seen later in the displacement field

(see Figure 5.6), the initially homogeneous deformation breaks down at the peak stress,

after which point the localization band starts to form. This band weakens the whole

sample and contributes to the softening behavior seen in the axial stress. We will assume

the sample undergoes elastic deformation up to 0.5% axial strain. Figure 5.5(b) shows that

the volumetric strain decreases first (contracting behavior) and then increases (dilating

behavior) until it approaches a plateau (critical state), as typically seen in a plane strain

compression test in relatively dense granular materials. The particular shapes of stress

strain response and the fact that peak stress not corresponding to the inflexion point of

volumetric strain curve, are the results of the simplified DEM model we have chosen, i.e.,

equal radius disks arranged in a highly structured pattern. If a more sophisticated DEM

is used, the behavior would be closer to that of real granular materials.
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Figure 5.5. Stress-strain behavior of the DEM simulation in plane strain

compression test: (a) Axial stress vs. axial strain; (b) Volumetric strain vs.

axial strain.

To pictorially show the mechanism of localization band formation in the DEM simu-

lation, relative displacements at the center of the DEM disks are plotted at various stages

of deformation in Figure 5.6. Here, relative displacements are computed as the difference

between the current position particles and their values at the previous time step. In the

figure, εa stands for axial strain. As seen in Figure 5.6, the sample deforms homoge-

neously up to the peak stress, where the axial strain level is about 0.5%. Then, a single

localization band starts to form and breaks the homogeneous deformation. This single

band persists throughout the simulation.

It is enlightening to compare the angle of the shear band obtained from the DEM

simulation with those from analytical expressions. The DEM simulation results in a band

of approximately 63◦ from the horizontal direction. If we adopt Mohr-Coulomb failure

hypothesis, the failure plane would form an angle αf from the plane of the major principal
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εa = 0.20% εa = 0.50% εa = 1.00%

Figure 5.6. Relative displacement fields at different axial strain levels for
the DEM simulation.

stress

(5.37) αf = 45 +
φ

2

From equation (5.36), sinφ = µ ≈ 0.56, which gives φ ≈ 34◦. Therefore, αf ≈ 62◦. Also,

if we compute n based on localization analysis [93], we will obtain an angle of shear band

of approximately 60◦, which is fairly close to the DEM result.

As shown in section 5.3.1, friction and dilatancy can be calculated from DEM com-

putation using equation (5.24), with definitions for stress and strain invariants in equa-

tions (5.34) and (5.35), and shown in Figure 5.7. Note that constant values are assumed

for materials outside the band. This assumption will be immaterial because once lo-

calization happens, all materials outside of the localization band will unload elastically.

Linear fits for both friction and dilatancy are used here for simplicity, but higher order

interpolation functions could be incorporated easily.
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(b) Evolution of dilatancy from DEM

Figure 5.7. Evolutions of plastic internal variables from DEM computation.

The FE model is set up with the same sample dimension and boundary conditions.

The material is described by a Drucker-Prager-type model, with evolutions of friction

and dilatancy from Figure 5.7. Other material parameters used are two elastic constants:

Young’s modulus E = 60 MPa and Poisson’s ratio ν = 0.3, both computed based on the

elastic portion of the stress-strain behavior from DEM simulations.

In the multiscale simulations, all elements are provided with the same evolution of

friction and dilatancy up to 0.5% global axial strain. Once localization is reached at 0.5%

axial strain, elements crossed by the localization band are equipped with enrichment

furnished by the AES method. The evolution of the friction and dilatancy for those

enhanced elements will be given by the solid line in Figure 5.7. Dashed line is used for

regular elements outside the band.

To illustrate the mesh-insensitive nature of the method, two different meshes are used

as shown in Figure 5.8. The dashed line is the potential localization band, as observed from

DEM simulation. Figure 5.9 shows the comparison of the global stress-strain behavior for

multiscale simulations and DEM results. Note that DEM is used as the benchmark for
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verifying the performance of this multiscale framework. It can be seen that the multiscale

model does a great job both pre- and post- localization. It captures the peak stress and

the softening behavior very well. Also, it should be pointed out that two different finite

element meshes produce identical results.

Figure 5.8. Meshes used in plane strain simulations coupled with DEM.

Remark 12. It should be pointed out that the discontinuity line observed in the DEM

computation propagates across two off-diagonal corners. In the finite element mesh, the

discontinuity is intentionally placed to avoid the corners. This is because, in the AES

method, discontinuities propagating to essential boundaries will have difficulty converging.

We did this by rotating the discontinuity line counter-clockwise so that there is at least

one element between the discontinuity line and the essential boundary. In the current

meshes shown, the discontinuity line is rotated about 3◦. This angle could be reduced if

finer meshes are used.

Deviatoric strain contours at 1% global axial strain are plotted for both meshes. As

expected, the deviatoric strains are concentrated in the localization band. The sample
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Figure 5.9. Comparison of global stress-strain behavior: multiscale vs. DEM.

essentially behaves like two rigid blocks sliding with respect to each other, which mimics

what happens in the direct numerical simulation using DEM.
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Figure 5.10. Deviatoric strain contour at 1% global axial strain.

Finally, the global convergence profiles at three different axial strain levels are plotted

in Figure 5.11, where R is the global residual and R0 is the value of R at the very
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first iteration. It can be seen that the desired asymptotic quadratic convergence rate is

achieved, demonstrating the efficiency of the proposed framework.
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Figure 5.11. Global convergence profile at three different axial strain level.

5.4.2. Coupling AES with experiments

The previous example illustrates the coupling of AES with DEM within the multiscale

framework. As will be seen in the second example, one of the most promising features of

this multiscale framework is that it allows data from experimental measurements to be

incorporated directly.

In this section, the behavior of a physical experiment of dense sand under drained

plane strain compression is analyzed. The experiment was performed by [15] using a

well-instrumented device. The sample dimensions are 140 x 40 x 80 mm. Plane strain is

enforced by two rigid walls, in the 80 mm direction. The sample was initially consolidated

anisotropically with axial stress σa = −210 kPa, and lateral stress σr = −105 kPa.

After consolidation, lateral stress is kept constant while the top plate moves down under
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displacement control. A localization band inclined at 63o from the horizontal axis was

observed when the global axial strain reached about 3%. Dilation angle ψ within the

band was extracted using stereophotogrammetry, shown as red circles in Figure 5.12.

In the numerical simulations, the material behavior is described by a Drucker-Prager

model, same as in the first example. As discussed in Section 5.3.1, the dilatancy param-

eter β is related to the angle of dilatancy ψ by equation (5.26). Since there is no local

measurement of either forces or stresses, the friction parameter µ can not be obtained

directly from the experimental measurements. Instead, the stress-dilatancy relationship

in (5.27) is used. In this study, µcv = 1.15 is obtained from the experimental results.

In sum, material parameters input in the model are E = 40, 000 kPa, ν = 0.2,

µcv = 1.15, and β from Figure 5.12. Also, the orientation and location of the poten-

tial localization band are specified in the model based on experiment observations for the

sake of simplicity.
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Figure 5.12. Evolution of dilation angle observed in the experiment.

Similar to the first example, all elements are provided with the same evolution of

dilation angle up to 3% global axial strain. Once localization is reached, elements crossed
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by the localization band will be equipped with enrichment using the AES concept. The

evolution of the dilation angle for those enhanced elements will be given by the solid line

in Figure 5.12. The dashed line on the figure represents elements outside the localization

band. Since the sample unloads elastically outside the band, the assumption of a constant

dilation angle will not affect the results. It should be pointed out the standard AES

method would capture the behavior by fitting parameters. However, as mentioned in

remark 3, the multiscale provides insight and a way to link the granular scale information

for true predictiveness without phenomenology.

To illustrate the mesh-insensitive feature of the method, four different meshes are

used as shown in Figure 5.13. The dashed line is the potential localization band, as

observed in the experiment. Figure 5.14 shows the evolution of the stress ratio −q/p for

both simulation and experiment, where the values from the simulation correspond to the

global averaged stresses. It is clear that the multiscale simulation captures the global

stress response remarkably well. Also, four different meshes produce identical results. It

should be clarified that in the example, the discontinuity orientation and placement are

selected a priori and made to be the same for each mesh. When a propagation criterion

is implemented, the results from different meshes may not be identical.

To show that the model can capture the deformation modes observed in the experi-

ment, we compare the computed local lateral strain with the experiment data, as shown

in Figure 5.15. “Upper” or “lower” means that the lateral strain was computed/measured

above or below the localization band. From both simulation and experiment results, it

can be seen that the mechanical behavior in the “upper” and “lower” block differ signif-

icantly. Once localization occurs, the upper part of the sample will slide, inducing large
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(a) (c)(b) (d)

Figure 5.13. Meshes used in plane strain compression test coupled with
experimental data.
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Figure 5.14. Evolution of stress ratio with global axial strain.

amount of lateral strain, while the lower part remains almost rigid and intact. Again,

four meshes give identical results.

Remark 13. It should be pointed out that the strain level is higher than typical

small strain assumption. However, in the experiment, the strains are actually computed

by using small strain calculations. Therefore, the small strain formulation in the AES is

consistent with the experiment. Also, the results by multiscale AES are not affected as
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Figure 5.15. Lateral strain vs. axial strain.

much and match well with experiment data. Extension of the method to finite strains is

currently under development.

The deformed meshes at 7% global axial strain are plotted in Figure 5.16. The modes

of deformation for all meshes are practically identical and all meshes propagate success-

fully to the end of the simulation, demonstrating the applicability of the framework to

incorporate experimental data directly. Finally, the deviatoric strain contour at 7% global

axial strain is plotted for mesh 3. As expected, it is clear that the strains are concen-

trated in the localization band. The sample essentially unloads elastically outside the

localization band.

5.5. Conclusions

We have presented a reformulated AES method within a hierarchical multiscale frame-

work for modeling localization behavior in granular materials. A key feature of this

framework is that, instead of constant or phenomenologically varied material properties

typically used in standard AES methods, evolutions of material properties are extracted



162
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Figure 5.16. Deformed samples for plane strain simulations.
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Figure 5.17. Deviatoric strain contour at 7% global axial strain for mesh 3.

from grain scale computations or experimental data and used as direct input for the un-

derlying continuum model. More importantly, the softening modulus, which appears in

standard AES formulations, is bypassed. The stress-point integration algorithm is similar

to the classical elastic-perfectly plastic model, resulting in a simple yet powerful method.

Numerical examples of two plane strain compression tests, coupling the AES method

with DEM and experimental data, demonstrate the applicability of this method. The
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mesh objectivity and numerical efficiency of this method are also shown in the numerical

examples.
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CHAPTER 6

Bridging solid-like and fluid-like behavior in dry dilative

granular media

This Chapter will be published in: J.E. Andrade, Q. Chen, P.B.H. Le, C.F. Avila and

M.T. Evans. On the rheology of dilative granular media: bridging solid and fluid-like

behavior. Journal of the Mechanics and Physics of Solids, in review, 2011.

Abstract

A new rate-dependent plasticity model for dilative granular media is presented, aiming

to bridge the hitherto seemingly disparate solid- and fluid-like behavioral regimes. Up

to date, solid-like behavior is typically tackled with rate-independent plasticity models

emanating from Mohr-Coulomb and Critical State plasticity theory. On the other hand,

the fluid-like behavior of granular media is typically treated using constitutive theories

amenable to viscous flow, e.g., Bingham fluid. In our proposed model, the material

strength is composed of a dilation part and a rate-dependent residual strength. The

dilatancy strength plays a key role during solid-like behavior but vanishes in the fluid-like

regime. The residual strength, which in classical plasticity model is considered constant

and rate-independent, is postulated to evolve with strain rate. The main appeal of the

model is its simpleness and its ability to reconcile the classic plasticity and rheology

camps. The applicability and capability of the model are demonstrated by numerical

simulation of granular flow problems, as well as a classical shear banding problem, where
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the performance of the continuum model is compared to discrete particle simulations and

physical experiment. These results shed much-needed light into the mechanics and physics

of granular media at various shear rates.

6.1. Introduction

A salient feature of dry granular media is its ability to feature a wide range of complex

behavior, even though these materials are composed of relatively simple individual units

or particles. Granular matter may behave like a solid in the quasi-static regime, such as

sand dune; or like a fluid when a flow is provoked, such as granular avalanche; or even like

a gas when strongly agitated [126]. While the mechanical behavior of granular materials is

essentially governed by interactions between particles, the imperfect knowledge of contact

forces between particles and prohibitive computational cost renders it impractical to model

any field-scale problem by directly utilizing discrete models at the grain scale [82, 14].

To this end, a continuum description of granular materials is still of great importance for

modeling and understanding natural hazards, such as landslides, rock avalanches, and for

important industrial applications, such as powder handling, granulates in pharmacy, just

to name a few.

Within the scope of interest to this work, i.e., solid- to fluid-like regime, the current

understandings of granular materials are mostly confined to two extremes, i.e., solid-like

behavior and fluid-like behavior. On the one hand, the solid-like state is typically tack-

led using soil plasticity models emanating from Mohr-Coulomb plasticity theory, see for

instance, [57, 127, 128, 129, 130] among others. These plasticity models have been suc-

cessfully implemented into numerical tools such as finite element methods and applied to
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model quasi-static behavior of granular materials see e.g., [2, 12, 131]. Experiments con-

ducted under quasi-static conditions have revealed that the strength of granular materials

can be decomposed into a dilatancy strength and a residual strength [81, 132, 80, 133].

The dilatancy strength typically vanishes towards the so called critical state [81, 129],

where granular materials undergo isochoric deformations. The material strength at the

critical state is given by the residual strength, which is considered to be constant and

rate-indepedent.

On the other hand, the flow of granular materials has been a very active research area

in the physics community. Much of the work in this area focuses on steady regime of the

flows, trying to identify relevant quantities such as flow threshold, kinematic profiles, effec-

tive friction. Extensive experiments and discrete particle simulations have been carried out

on various configurations and geometries: flow on inclined planes [134, 135, 136, 137],

roatating drum [138, 139], plane shear [140, 141] etc, see also [142] for a collection

of results, and [143] for a review. From a theoretical point of view, even in very sim-

ple configurations with sphere-shaped particles, the flow can be very complex to model

[139, 134]. Constitutive models have been developed to capture some of the key features

of granular flow. One family of constitutive laws considers local rheology using dimen-

sional analysis, where the effective friction coefficient and volume fraction are expressed

as some functions of a dimensionless inertial number I [144, 145, 146]. For instance,

in [144], a flow criteria and the dependence on shear rate were established, analogous

to classical viscous Bingham fluids [147]. Quantitative predictions for flow shape and

velocity profiles have been relatively successfully. Still, there are limitations for this ap-

proach, such as quasi-static or solid-like regime and hysteresis, which are not correctly
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captured [148]. Other approaches have been proposed beyond the local rheology, linking

rheology to the evolution of distribution of contacts [149, 150], or relating stress tensor

to non-local functions of velocity field and material structures [151]. The depth-averaged

or Saint-Venant equations first introduced by [152] have also been successfully applied to

capture the main flow characteristics, see, e.g., [153, 154].

The aforementioned efforts have been mostly focusing on uniform steady flows, and

the transition from solid-like to fluid-like state remains an open question in granular

materials. A few efforts in experiments or numerical simulations have been proposed

[139, 155, 137, 141], while constitutive models able to bridge these two domains are

yet to be developed. To this end, we postulate in this paper a rate-dependent plasticity

model aiming to bridge this gap. We adopt concepts from critical state soil mechanics

[81], where the material strength classically decomposed into a dilatancy strength and

a residual strength at critical state. However, unlike the classical critical state models,

where the residual strength is constant, rate-dependent residual strength is postulated

based on experimental and numerical evidence. Another key ingredient of the proposed

model is the role of dilatancy, which is typically neglected in the study granular flows. It

is believed that dilatancy plays a key role in the solid-like state, but vanishes in fluid-like

state of granular materials. The proposed constitutive model features dilatancy as the

many variable controlling solid-fluid behavioral transitions.

The remainder of the paper is structured as follows: in Section 2, the proposed con-

stitutive model is presented within the framework of rate-dependent plasticity. Evolution

laws for dilatancy and rate-dependent residual strength are postulated. In Section 3, the

model is calibrated and verified using data from a numerical triaxial test done by discrete
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element simulation. In Section 4, the model is put into tests for simulating a typical

granular flow problem and a classical plane strain compression problem in soil mechan-

ics, where results of both classical rate-independent model and the proposed model are

compared with experiment data. Finally, some conclusions and discussions are presented

in Section 5.

As for notations and symbols used in this paper, bold-faced letters denote tensors and

vectors; the symbol ‘·’ denotes an inner product of two vectors (e.g. a·b = aibi), or a single

contraction of adjacent indices of two tensors (e.g. c · d = cijdjk); the symbol ‘:’ denotes

an inner product of two second-order tensors (e.g. c : d = cijdij), or a double contraction

of adjacent indices of tensors of rank two and higher (e.g. C : εe = Cijklε
e
kl); the symbol

‘⊗’ denotes a juxtaposition, e.g., (a⊗b)ij = aibj. Finally, for any symmetric second order

tensors α and β, (α⊗ β)ijkl = αijβkl, (α⊕ β)ijkl = αikβjl, and (α	 β)ijkl = αilβjk.

6.2. Rate-dependent rigid-plastic model for granular media

In this section, we present a rate-dependent phenomenological model to simulate the

behavior of granular matter. In particular, the model is founded upon the basic features of

material behavior: pressure-dependence, dilatancy, non-associative flow, and strain-rate

dependence. The model departs from classic Coulomb plasticity and is able to evolve into

Bingham-type flow. Furthermore, the model is cast within the critical state framework

[129, 81], characterized by a state of isochoric deformations, i.e., zero dilatancy. For

simplicity, we describe the model within the framework of rigid-plasticity and infinitesimal

deformations such that ε̇ = ε̇e + ε̇p applies and ε̇e ≈ 0, implying ε̇ ≈ ε̇p. Adding elastic

deformations is standard and will be done in the examples section.
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6.2.1. Yield surface and plastic potential

Consider the two stress invariants of the stress tensor σ such that

(6.1) p =
1

3
trσ and q =

√
3

2
‖s‖

with s = devσ as the deviatoric projection of the stress tensor. Frictional materials, obey

Coulomb-type relationships, where, at yielding, the mean normal stress is related to the

deviatoric stress via frictional resistance, i.e.,

(6.2) F (p, q) = q + µp = 0

where µ is typically called the frictional resistance or friction coefficient and is related to

the friction angle in granular materials. The frictional resistance can be either assumed

constant or a function of the deviatoric strains. Typically, the latter is assumed and a

phenomenological model to govern the evolution of µ is postulated.

Now, consider the two invariants of the strain rate tensor ε̇, i.e.,

(6.3) ε̇v = tr ε̇ and ε̇s =

√
2

3
‖ė‖

with ė = dev ε̇ as the deviatoric projection of the strain tensor. In granular materials,

Reynolds [79] first realized the important role of the so-called dilatancy, which effectively

couples deviatoric and volumetric components of deformation. This feature distinctly

separates granular materials from other materials such as metals, which are non-dilative.

It is important to note that dilatancy plays a central role in the mechanical behavior

of granular matter. For instance, dilatancy contributes to strength and depending on
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the relative packing density of the material, it can allow for macroscopic contraction or

dilation. Consider the plastic potential

(6.4) Q(p, q) = q + βp− c = 0

where β is defined as the dilatancy and c is a free parameter to ensure that the stresses

in F and Q coincide.

In classic plasticity, the plastic volumetric stain rate is obtained from the plastic

potential such that

(6.5) ε̇ = λ̇
∂Q

∂σ
= λ̇

(
1

3
β1 +

√
3

2
n̂

)

where n̂ := s/‖s‖ is the unit deviatoric tensor and 1 is the second-order identity tensor.

From this equation, we can conclude that ė := dev ε̇ = λ̇
√

3/2n̂ and that ė and s are

coaxial. From these realizations it follows that dilatancy is defined such that

(6.6) ε̇v = βε̇s

Note that dilatancy, as the frictional resistance, can be considered either a constant or a

function of the deformation. Associative plastic flow would require β = µ. Furthermore,

a direct constitutive relation is obtained between the deviatoric stress and the deviatoric

strain rate, i.e.,

(6.7) s = ηė with η = −3

2

µp

ε̇s
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Equation (6.7) is reminiscent of constitutive relations for non-Newtonean fluids where the

deviatoric stress depends on the deviatoric strain rate via a viscosity term η [147, 144].

The constitutive picture is completed by postulating the evolution of the frictional

resistance and dilatancy. We propose a classical stress-dilatancy relation, where the fric-

tional resistance is a function of the dilatancy and some residual resistance such that

[81]

(6.8) µ = β + µ̄

In classic soil mechanics, µ̄ is the residual resistance of the material and is considered

constant. However, flow experiments in granular materials at different deformation rates

and at steady-state have shown that the frictional resistance is a function of the deviatoric

strain rate [142, 144]. When at steady-state, the granular material must have mobilized

all the dilatancy and must be at critical state so that β = 0 and µ = µ̄. Figure 6.1 shows

typically observed evolution of the residual resistance as a function of the deviatoric strain

rate. The figure helps reconcile the apparent rate-independence observed in quasi-static

experiments in granular materials: they are conducted at very low shear strain rates.

As shear strain rates are increased, the material’s residual frictional resistance increases.

This phenomenological observation will be a key feature of the proposed model and will

afford it capturing solid and fluid features accurately.

Remark 14. As Reynolds [79] pointed out, it is the dilatancy β what separates

granular matter from other materials, say, non-Newtonean fluids. At the same time,

pressure p also plays a fundamental role in the mechanical behavior of granular matter.
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Figure 6.1. Observed evolution of the residual frictional resistance in gran-
ular material flow at steady-state.

The consequence of dilatancy is that the deviatoric and volumetic strain rate components

are coupled (see equation (6.6)) and that frictional strength is enhanced by the dilatancy

(see equation (6.8) and Figure 6.2). Once dilatancy is fully spent or critical state is

achieved (β = 0), flow becomes incompressible. At this point, the formulation reduces to

pressure-dependent incompressible non-Newtonian flow. As shown in Figure 6.2, dilative

strength is what separates the solid-like state from the fluid-like state. Consequently, in

this model, the critical state marks the transition between solid-like and fluid-like states.

Remark 15. Classical plasticity has considered µ̄ = µ̄l constant since, for most ap-

plications, quasi-static conditions (ε̇s ≈ 0) apply. However, it can be seen from the above

constitutive framework that the residual strength µ̄ is rate dependent and can be included

in the formulation relatively easily. Numerical experiments under triaxial compression at

different strain rates and infinite slope show this important feature in the following sec-

tions.
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Remark 16. Figure 6.2 shows interpretations of the proposed strain-dependent simple

model. The figure implies that at εs = 0 we have β = 0. This is assumed for simplicity and

clarity but it is an approximation as it neglects the initial compression in the material.

Adding elastic compressibility would eliminate this approximation. The explicit form of

the model should be considered as an approximation, our objective is not to postulate a

specific model form or evolution, but rather a combined framework that allows the co-

existence of classic frameworks such as critical state and Bingham flow, affording enhanced

accuracy.

6.2.2. Evolution equations

In the present model, the governing material plastic internal variables are the frictional

resistance µ and the dilatancy β. As mentioned before, in traditional rate-independent

plasticity models (which have dominated in granular materials literature), the residual

strength µ̄ is considered constant and, therefore, in order to complete the constitutive

picture, it suffices to postulate an evolution law for the dilatancy. Experiments suggest

that, at quasi-static rates, the dilatancy might be dependent on pressure and deviatoric

shear strain. Therefore, a general form of dilatancy could be written as β = β(p, εs), as has

been used to model the dilatancy evolution of granular soils under quasi-static conditions

using constant parameters [71, 2]. However, for simplicity of presentation—and lack of

thorough experiments, we will consider the only deviatoric shear strain dependence, and

postulate a simple function for the dilatancy evolution as
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(6.9) β(εs) = β∗
εs
ε∗s

exp

(
1− εs

ε∗s

)

where β∗ is the maximum dilatancy and ε∗s is the corresponding shear strain. It should

be noted that the evolution equation for β in Figure 6.2 allows for shear rate-dependence,

if necessary. In equation 6.9 this feature has been turned off. The rate-dependence of

dilatancy has not been observed in the numerical experiments conducted herein, but

cannot be discarded at this point.
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Figure 6.2. Interpretation of proposed constitutive model under constant
shear strain rates ε̇s based on axisymmetric compression simulations. (a)
Frictional strength µ and (b) volumetric strain εv vs. shear strain εs. Both
strength µ and dilatancy β (alternatively, εv) are shown to increase with
the increasing shear strain rate ε̇s.
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By the same token, numerical and experimental results on steady-state flow of granular

materials have shown a clear rate dependence of µ̄, similar to that shown in Figure 6.1.

The rate dependence for the residual strength has been proposed to take the simple form

[144]

(6.10) µ̄ = µ̄l +
µ̄u − µ̄l

1 + ε̇∗s/ε̇s

where µ̄l is the lower bound for the residual resistance when ε̇s → 0. This is often called

the quasi-static range. On the other hand, µ̄u is the upper bound achieved as ε̇s → ∞.

The upper bound would mark the end of the flow regime and transition into the gaseous

regime [126] (where this model no longer applies). Furthermore, ε̇∗s signifies the shear

strain rate at which the residual friction µ̄ = 1/2(µ̄l + µ̄u).

The resulting evolution for the friction resistance can be written as a function of the

dilatancy and residual resistance and is given as a function of the cumulative shear strain

and the shear strain rate so that

(6.11) µ (εs, ε̇s) = β (εs) + µ̄ (ε̇s)

This expression is an enhancement of the classic rate-independent plasticity models to

account for the rate effects observed in the residual resistance. Also, this framework

incorporates basic plasticity axioms for granular materials such as the critical state [129,

81]. In fact, achievement of the critical state (i.e., β = 0) signifies the transition into

incompressible rate-dependent flow, as we will see in the examples below.



176

Remark 17. The evolution laws introduced above are by no means complete or

universal. They are simply introduced to account for the most salient features of granular

matter in the simplest way. As more experiments become available, better calibration

of the above evolution laws can be achieved or new evolution laws can be proposed all

together. Nevertheless, the next sections will show that this simple framework can capture

several important features in the material behavior and the transition between the solid-

like and fluid-like states, even though very simple evolution laws have been used.

6.3. Model calibration and verification

In this section, the model is calibrated using data from numerical experiments per-

formed by discrete element method (DEM) and verified through a series of triaxial com-

pression tests under different loading rates. Of particular interest is that the model is

able to capture desired features of granular materials, which cannot be obtained by us-

ing conventional rate-independent plasticity models or granular flow models alone. Also,

computational efficiency is demonstrated by implementing the plasticity model within the

return mapping framework [13].

6.3.1. Model calibration with discrete element simulation

The numerical experiments used to calibrate the model are performed using DEM. Initial

configuration and loading conditions for the DEM simulation are shown in Figure 6.3. The

sample size is (48 × D50)3, where D50 is the mean particle diameter. Lateral confining

stresses of 25 kPa are applied and the top of the sample is compressed under strain

controlled boundary conditions. Two strain rates are applied: a low rate of 0.002/s and
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a high rate of 0.04/s. Parameters used in the DEM simulation are summarized in Table

6.1.

σr

σr

ε̇a

Figure 6.3. Initial configuration and loading conditions for polydispersed

granular assembly in DEM computation. Different colors correspond to

different particle diameters.

Symbol Parameter Value

N Number of particles 9092
D50 Mean particle diameter 0.125m
kn Normal contact stiffness 1e8 N/m
kt Tangential contact stiffness 1e7 N/m
µp Interparticle friction coefficient 0.31
cn Local damping coefficient 0.7

Table 6.1. Parameters used in DEM triaxial simulations for calibrating model.

The stress ratio versus shear strain for both low and high strain rate tests are shown

in Figure 6.4(a). As typically seen in dense granular materials, for both cases, the stress

ratio increases to a peak value and then gradually decreases (softening behavior) to a

constant value, i.e., the residual resistance µ̄. For high loading rate, µ̄ = 1.5 and for low

loading rate, µ̄ = 1.05.
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Figure 6.4. Triaxial compression numerical experiments using DEM: (a)

Evolution of stress ratio under two different loading rates; (b) Calibrated

evolution of residual strength for the proposed model, cf., equation (6.10).

The lower and upper bound of the residual strength and the corresponding shear

strain rate are determined such that the calibrated evolution as proposed in equation

(6.10) passes the two known points given by DEM simulations. Figure 6.4(b) shows

the calibrated evolution of residual strength µ̄, as well as the two DEM data points.

Parameters corresponding to this evolution are µ̄l = 0.9, µ̄u = 1.6, and ε̇s = 0.0085.

To calibrate the dilatancy parameter β, the evolution of the volumetric strain vs.

deviatoric strain curves for the two different strain rates in the DEM simulations are

computed and shown in Figure 6.5(a). Using equation (6.6), dilatancy can be computed

using a simple finite difference scheme. The results are shown in Figure 6.5(b), from

which we obtain the maximum dilatancy β∗ ≈ 0.2 and the corresponding shear strain

ε∗s = 0.05. The calibrated evolution of diltancy (cf., equation (6.9)) is shown as the solid

line in Figure 6.5(b).
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Figure 6.5. Dilatancy calibration: (a) Volumetric strain vs. deviatoric

strain in the triaxial compression tests by DEM; (b) computed dilatancy

from DEM as well as calibrated dilatancy evolution for the proposed model.

Remark 18. It can be seen from the above DEM triaxial compression numerical

experiments that the volumetric strains and hence dilatancy do not seem to strongly

depend of deviatoric strain rates. This is the reason why this dependence has been

ignored in this work. Hoewever, in general, and as shown in Figure 6.2(b), dilatancy can

be a function of strain rates.

6.3.2. Model verification: triaxial compression test at various loading rates

To verify the proposed constitutive model, we implemented it in a finite element (FE)

code to simulate boundary value problems. For comparison, we impose in the FE analysis

the same boundary conditions as those in the DEM numerical experiments, but with a

wider range of loading rates. The loading rates range from a quasi-static loading, where

the residual strength of the material is given by the lower bound µ̄l, up to ‘very’ fast
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loading rate, where the upper bound of the residual strength is approached at critical

state.

Figure 6.6(a) shows the resulting stress ratio −q/p versus shear strain at different

loading rates. The two dashed lines represent the lower and upper stress bounds, corre-

sponding to quasi-static and infinitely-fast loading, respectively. Solid lines are from FE

simulations using the plasticity model with the parameters calibrated from before. The

data from two DEM experiments are also plotted in the same figure. The model is able to

capture some key features, including the softening behavior and rate-effects. On Figure

6.6(b), triangles represent the residual strengths from the FE simulation at different rates.

Solid line is the model input, i.e., the calibrated evolution. It is clear that the model is

correctly taken into account the rate effects on residual strength as expected.
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If classical granular flow models or rate-independent plasticity models were to be used

independently, the aforementioned features, such as softening and rate-effects, could not

be captured. This is because the classical granular flow models usually ignores dilatancy

and the material strength is given by residual resistance only, which is constant for a

given strain rate. While in the rate-independent plasticity models, the rate effects on

residual strength are neglected, so material strength does not evolve with loading rate.

To illustrate this, we perform FE simulations neglecting either dilatancy or rate effects,

respectively. Figure 6.7 shows comparisons between the proposed model with (a) if dila-

tancy is neglected; and (b) if rate effect on residual strength is neglected. Clearly, neither

simplification would yield the desired features as observed in the numerical experiments.

Nevertheless, these are the current paradigms used to model granular materials.
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Figure 6.7. Triaxial compression test at loading rate ε̇a = 0.002/s: proposed

model compared with (a) dilatancy effect neglected; (b) rate-dependence of

residual strength neglected.

As far as verification is concerned, the final aspect we look at is the computational

efficiency. Figure 6.8 shows the reported global and local residual profiles at different
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strain levels. It is clear to see that all iterations converge below a tolerance (in this

example, 10−13) within 5 steps. Asymptotic quadratic convergence rates are obtained

for both global and local cases. This effitientcy will prove crucial as the model can be

implemented using explicit or implicit FE or finite difference codes and obtain solutions

of boundary value problems (BVP) in seconds. This is to be contrasted with simulations

using DEM, which can take up to days to run, for the same BVP.
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Figure 6.8. Convergence profile at different strain level, for (a) global level;

(b) local (material point) level. R is the residual.

So far, the model has been calibrated using results from numerical experiments done

by discrete element simulations, and verified through some boundary value problems. In

the next section, we will show two applications of the proposed model towards a classical

granular flow problem and a shear banding problem in soil mechanics. These examples

will further highlight the efficiency of the method and its accuracy.
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6.4. Numerical examples: application to granular flow and classical shear

banding problem

In this section, the proposed constitutive model is utilized to simulate a granular

flow problem and a plane strain shear banding problem. These two examples represent

classical problems studied in physics community for understanding fluid-like behavior in

granular flow, and in the soil mechanics community for understanding solid-like behavior

of granular materials under quasi-static macroscopic loading. In the first example, DEM

simulations are used as bench marks that the continuum model will be compared to. The

intention is to show that the simple proposed constitutive model is able to seamlessly

capture the transition from solid-like to fluid like behavior, as well as steady-state flow.

In the second example, a physical plane strain compression experiment will be analyzed,

showing the improved residual strength given by the proposed model. The plane strain

compression example postulates the importance of rate effects once shear bands form

within otherwise homogeneously deforming samples.

6.4.1. Granular flow along an inclined infinite slope

In this section, numerical experiments of granular flow along an inclined infinite slope

are compared against simulations performed using the proposed model. The numerical

experiments are carried out using discrete element simulations, with dimensions of the

simulation box shown in Figure 6.9. Periodic boundary conditions are enforced in the flow

direction, as well as in the y direction so that the sidewall effects on the flow are neglected.

The surface of the inclined slope is glued with one layer of particles of same diameters.

The granular assembly consists of monodispersed spheres with radius r = 1.2 mm. In
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Figure 6.9. Assembly of monodispersed granular particles with radius of
1.2 mm on a slope inclined at angle θ from the horizontal plane.

the numerical experiments, the simulation box is initially horizontal and the granular

assembly is in a solid-like state. Then, the simulation box is instantaneously tilted to

an angle θ from the horizontal direction to induce granular flow. Some (intermmitent)

particle movements are observed when the inclination angle θ = 19◦, but it is not until

θ = 22◦ that steady-state granular flow can be achieved. If θ > 25◦, flow will keep

accelerating without bound, i.e., no steady-state flow can be reached. These DEM results

allow us to obtain bounds for our continuum model, as θ = 19◦ seems to correspond to

the angle of repose and θ = 25◦ introduces an upper bound for the residual strength.

Further, since the problem is essentially one-dimensional, only velocity profiles along the

depth z direction and surface velocities are reported.

To simulate the granular flow problem using the continuum model, we have to solve

the momentum balance equation written as

(6.12) ∇ · σ + ρg = ρ
dv

dt
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where σ is the Cauchy stress tensor, ρ is the particle density, g is gravitational acceleration

vector and v is the velocity. Also, the boundary conditions are: traction free on the top

surface, zero displacement/velocity at the bottom of the assembly. It should be noted

that once sidewall effects and surface roughness are taken into account [156, 143, 157],

different boundary conditions have to be chosen.

Finite difference method is implemented to solve equation (6.12). Time and spatial

discretizations are carefully chosen such that the Courant-Friedrichs-Lewy stability crite-

rion is satisfied [158]. The proposed rate-dependent constitutive model is used to describe

material behavior and the resulting finite difference governing equation reads,

(6.13) ∆v =
1

1 + µβ
∆tg cos θ (tan θ − µ)

where v is the velocity in the flow direction at a given space finite difference node and

∆v = vn+1 − vn and ∆t = tn+1 − tn, representing time discretization. Equation (6.13)

is the discrete version of equation (6.12) plus constitutive assumptions. Also, we have

exploited the infinite character of the problem and hence quantities only vary in the z-

direction. Also implied in equation (6.13) is the relationship between internal strength

furnished by µ and external forces furnished by tan θ (gravity). As long as the material

can produce enough internal strength to balance external forces, equilibrium or steady

state conditions will be achieved. Otherwise, the external loads will drive the system into

continuous acceleration.

The frictional resistance µ is given by equation (6.11). Material parameters corre-

sponding to the infinite slope problem are calibrated as follows. As noted before, the

angle of repose is defined as the angle at which intermitent flow begins, which is observed
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form DEM simulations to be 19◦, hence, µ̄l = tan19◦. By the same token, continuous flow

is achieved in DEM simulations at 22◦. In our model, we interpret this 3◦ difference as a

result of the peak dilation, hence, we assume β∗ = tan 3◦ with a corresponding (assumed)

ε̇∗s = 3.5. Finally, since the DEM simulations grow unbounded when θ > 25◦ we assume

µ̄l = tan25◦.

Figure 6.10 shows velocity profiles for various angle inclinations as a function of depth

at selected time stations. Dots correspond to DEM simulations while solid lines are results

from our continuum model. Colors represent specific time stations in the simulation. It

can be seen that the velocity increases gradually, eventually reaching a steady-state profile.

The continuum model is able to reproduce the velocity profiles observed in DEM well and

is able to capture the transition from solid-like behavior (close to zero velocity) to fluid-like

behavior, eventually resulting in steady state conditions.

Surface velocity is also of particular interest. Figure 6.11 shows the evolution of

surface velocity for different inclination angles where steady state flows can be reached.

The steady state surface flow velocity increases with inclination angles. Again, the simple

proposed model is able to reproduce this key feature, and matches well with numerical

DEM experiments. Also, this figure displays the clear rate dependent behavior of the

material. At steady-state, and as shown in equation (6.13), accelerations are zero and

the material strength µ = tan θ. Hence, by looking at the steady-state velocities, one

can obtain steady-state strain rates that correspond to residual strengths as shown in

Figure 6.11. This means that the material is increasing in strength since it is able to

equilibrate at higher inclination angles, at the expense of higher steady-state velocities
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VELOCITY PROFILE AT 22 DEGREE VELOCITY PROFILE AT 23 DEGREE

VELOCITY PROFILE AT 23.5 DEGREE

(a) (b)

(c) VELOCITY PROFILE AT 24 DEGREE(d)

Figure 6.10. Velocity (along the flow direction) profiles for different incli-
nation angles (a) θ = 22◦; (b) θ = 23◦; (c) θ = 23.5◦; (d) θ = 24◦. (dots:
numerical experiments; solid lines: model calculation)

(higher strain rates). This feature can only be fully captured by the proposed rate-

dependent continuum model.
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Figure 6.11. Evolution of surface velocity (flow direction) for different in-

clination angles. (nonsmooth lines: DEM numerical experiments; smooth

lines: continuum model calculation)

To show the limitations of using classic modeling paradigms we perform simulations

with either rate-independent plastic model and Bingham fluid model. To capture the

first classical model, we simply turn off the rate dependence in the residual strength and

make µ̄ = tan 19◦ constant. For the Bingham flow model, we turn off the dilatancy

contribution and make β = 0. Figure 6.12 shows results for inclination angle θ = 22◦. If

dilatancy is neglected, as shown in Figure 6.12(a), the granular flow reaches steady-state

almost right at the beginning. No transition from solid to fluid state is observed. If the

residual strength remains constant, i.e., no rate effect, the flow will keep accelerating and

never reaches steady state, as shown in Figure 6.12(b). This highlights the importance of

the combined model as being the only one to capture all the salient features: dilatancy

dominated plasticity at early stages of deformation (solid-like regime), transition marked
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by full use of dilatancy, and residual strength rate dependent response (fluid-like regime)

where deformations are purely isochoric.
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Figure 6.12. Granular flow along inclined surface θ = 22◦: the proposed

model compared with (a) dilatancy effect neglected; (b) rate-dependence of

residual strength neglected.

6.4.2. Plane strain shear banding problem

In this section, the proposed continuum model is applied to analyze the behavior of a

physical experiment on dense sand under plane strain condition. This is a revisit of the

analysis done by [12], where the rate effect on the residual strength µ̄ was neglected.

While the previous analysis in [12] captured the behavior of the materials well for most

part of the loading, disparity between simulation and experiment at the critical state was

clearly observed. It is believed that the rate-independent model may have missed some

important feature of the material behavior, i.e., different strain rates inside and outside

the shear band after localization. The objective of the current analysis is to show that,

by adopting the proposed rate-dependent constitutive model, the effects of strain rate on
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material behavior is taken into account, and material residual strength could be more

realistically captured.

The physical experiment was performed by [15] on a masonry sand sample of 140 ×
80 × 40 mm in dimensions. Plane strain was enforced by two rigid (smooth) walls, in

the 80 mm direction. The sample was initially consolidated anisotropically with axial

stress σa = −210 kPa, and lateral stress σr = −105 kPa. After consolidation, the lateral

stress was kept constant while the top plate was moved down with a loading rate of

ε̇a ≈ 1.4%/hr. A dominant shear band inclined 63◦ from the horizontal axis was observed

when the global axial strain reached about 3%. Evolution of dilation angle ψ was extracted

using stereophotogrammetry, and was related to dilatancy parameter β through

(6.14) β = tanψ

Figure 6.13 shows the evolution of dilatancy angle obtained in the experiment (red circles).

This phenomenological evolution of dilation will be used in this example instead of the

equation proposed in (6.9). This concept of using dilation evolution from local strains

has been used before in the context of multiscale simulations which details can be found

in [12, 2]. In Figure 6.13 the solid line corresponds to the idealized evolution of dilation

angle for materials inside the band, while the dotted line is for materials outside the

band. The assumption of a constant dilation angle after localization outside the band is

immaterial, since all plastic deformations are concentrated within the shear band and the

material outside undergoes elastic unloading.

In the numerical simulations, the proposed rate-dependent constitutive model is used

to describe material behavior, with the Drucker-Prager type yield surface and non-associative
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Figure 6.13. Evolution of dilation angle observed in the experiment and
input into the finite element model.

flow rule as presented before. The frictional resistance µ is related to dilatancy parameter

β and residual resistance µ̄ through equation (6.11), and therefore depends on shear strain

rate. Instead of using equation (6.9) for β, the measurements from the experiment shown

in Figure 6.13 are directly incorporated into the model. Calibrated parameters used in

the model are two elastic constants E = 40 MPa, ν = 0.2; and µ̄l = 1.15, µ̄u = 1.5,

ε̇∗s = 1.0.

It has been shown that the characteristic length of shear bands in granular materials

is in the order of 10-20 mean particle diameters. Since most samples have characteristic

macroscopic dimensions in the order of thousands of grains, strain rates inside the shear

band are bound to jump by orders of magnitude once a band forms. If the material is rate-

dependent, this could measurably change the behavior of the material post bifurcation.

This is the idea pursued on this example. The proposed rate-dependent model is able to

take into account this effect. Shown in Figure 6.14 is the evolution of the residual strength

inside and outside the shear band throughout the simulation. There is a significant

increase of the residual strength for materials inside the shear band right at the point of
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localization due to the increase of strain-rate. For materials outside, the residual strength

remains close to the constant value µ̄l = 1.15. If a rate-independent model is used, there

would be no difference in the residual strength for materials inside and outside the band.
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Figure 6.14. Evolution of the residual strength µ̄ inside and outside the
shear band.

The evolution of the global stress ratio with global axial strain is shown in Figure

6.15. There is some disparity between the rate-independent model and experiment results,

especially post bifurcation and at critical state. As mentioned before, it is hypothesized

that the significantly higher strain rate, could trigger rate effects inside the shear band.

In this particular case, there is a slight increase in strength, which seems to improve the

results significantly, as shown by the solid line in Figure 6.15. Similarly, if a simulation is

conducted using only a rate-dependent fluid model (by turning off the dilatancy effect),

the model completely misses the transient effect and produces a constant stress ratio

corresponding to the final residual strength in the continuum model. This is clearly

undesirable. The continuum model proposed here is able to obtain better results than the

classic counterparts.
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Figure 6.15. Evolution of stress ratio with global axial strain.

Finally, the deviatoric stress and strain contours of the sample at the end of the

simulation are shown in Figure 6.16 and Figure 6.17. There are clear concentrations

of shear stress and strain inside the band as expected. Also, it can be seen that the

shear strain contours are virtually the same for the rate-independent and rate-dependent

models, as expected. On the other hand, because rate-dendence of material strength is

taken into account, the proposed rate-depedent model displays higher shear stresses inside

the band. This of course, results in an apparent increase in global sample strength.
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RATE-DEPENDENT RATE-INDEPENDENT

Figure 6.16. Shear strain contour at the end of the simulation (εa ≈ 8.5%)

for both rate-dependent and rate-independent models.

RATE-DEPENDENT RATE-INDEPENDENT

Figure 6.17. Shear stress contour at the end of the simulation (εa ≈ 8.5%)

for both rate-dependent and rate-independent models.
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6.5. Conclusions

We have presented a rate-dependent plasticity model for dilative granular media aim-

ing to bridge the solid- and fluid-like state of such materials. The model emanates from

classical plasticity model in soil mechanics where material strength is composed of a dila-

tancy strength and a residual resistance. The model accommodates the material behavior

transition by proposing the evolution of dilatancy, which plays a key role in the solid-like

state but vanishes towards the fluid-like state. The residual strength is proposed to be

rate-dependent, affording it key features of fluid-like state in granular materials. The

model is calibrated using numerical experiments by discrete element method simulations

and verified by boundary value problems. Though simple in form, the capability of the

model to reconcile classical plasticity and rheology camps has been shown through the

successful applications to a classical granular flow problem, where key features such as

solid-fluid transition, velocity profiles and free-surface velocity evolutions are captured.

Neither classical rate-independent plasticity theory nor steady-state granular flow model

alone would be able to capture these features at the same time. Finally, the model is

applied to a shear banding problem, where the rate-effect on material strength inside

and outside shear band has been considered and results from the model match well with

experiment observations. It is anticipated that the proposed model will spur the develop-

ment of more accurate models able to transit classic plasticity and non-Newtonian fluid

models, and as a result capture the observed physics with higher accuracy.
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CHAPTER 7

Concluding remarks and future work

7.1. Summary of conclusions

In this dissertation, we have presented multiscale approaches for modeling of failure

in granular materials, where continuum scale constitutive descriptions were enhanced by

extracting information from finer scales. Representative failure phenomena, i.e., local-

ized failure (Chapters 3 and 5) and state transition (Chapter 6), were studied, covering

from continuum scales to granular scale. Special attentions were paid to what appropri-

ate information needs to be passed and how the constitutive models can be enhanced.

Two methodologies were discussed: (1) within the continuum regime, the constitutive

responses at the coarse scale were obtained directly by homogenized stresses and con-

stitutive tangents from finer scales through a concurrent multiscale framework; (2) from

continuum scale to granular scale, evolutions of key material parameters, such as friction

and dilatancy, were extracted from granular scale micromechanics and passed to con-

tinuum model through a hierarchical framework. Numerical examples have shown the

improved performance of the enhanced models compared to classical continuum models.

The key features and findings for the main chapters (Chapters 3 to 6) are summarized

as following:

Chapter 3. Bridging continuum scales: multiscale random fields in geome-

chanics
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• Scales of interest in this study are within the continuum regime and the failure

phenomenon is the localized type. This study features a novel method for charac-

terizing random fields for material properties, and a framework for coupling finite

element method with random fields at multiple scales. The framework allows se-

lective refinement of material properties at coarse scale in key areas of interest.

The coarse scale constitutive response is provided by homogenized finer scale re-

sponses through a concurrent information passing scheme. The coarse scale and

fine scale finite element computations communicate ‘on the fly’ throughout the

simulation.

• It is found from this study that material property fluctuations, in general, will

result in lower bearing capacities, unsymmetrical failure surfaces, and larger set-

tlements. More importantly, in critical areas, multiscale framework allows higher

levels of resolution in material properties to be taken into account, which results

in lower bearing capacities and larger settlements. In contrast, if only single

scale random fields are used, results are generally less conservative, i.e., predict-

ing higher bearing capacities or smaller settlements.

Chapter 4: From continuum scales to granular scale: a semi-implicit integra-

tion algorithm for multiscale plasticity

• This chapter proposes a semi-implicit return mapping algorithm that will be used

as the backbone for the multiscale framework linking continuum scales to granular

scale in Chapters 5 and 6. This algorithm features freezing of plastic internal

variables, followed by implicitly integrating the stresses and plastic mltiplier,

and a posteriori update of plastic internal variables upon convergence.
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• Through numerical examples, it is shown that the proposed semi-implicit algo-

rithm demonstrates some crucial qualities such as good accuracy, stability, and

quadratic convergence. More importantly, the semi-implicit algorithm is able to

handle nonsmooth (C0) and micromechanically-based evolution laws of critical

variables, which could be particular useful in the multiscale framework.

Chapter 5: Multiscale localization modeling in granular media

• Scales of interest in this study are from continuum (specimen) scale to granular

scale and the failure phenomenon is strain localization. A finite element en-

hancement technique, i.e., the assumed enhanced strain (AES) method, is used

to accommodate discontinuous kinematic fields after localization. A key feature

for this study is that evolutions of key material properties, e.g., friction and dila-

tancy, are extracted from granular scale computations or experimental data and

are used to enhance the continuum model. Phenomenological softening modulus,

typically required in standard AES formulations, is bypassed.

• It is shown that the proposed model is able to capture the localization behav-

ior very well, matching results from discrete particle simulations and physical

experiments. Mesh objectivity and numerical efficiency are also shown through

numerical examples. It is shown that, two material parameters with clear physi-

cal meanings, i.e., friction and dilatancy, are the key information to extract from

granular scale.

Chapter 6: Bridging solid-like and fluid-like behavior in dry dilative granular

media
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• Scales of interest in this chapter are from continuum scale to granular scale and

the state transition as well as localized failure phenomena are analyzed. This

study proposes an enhanced rate-dependent continuum model for dry dilative

granular media aiming to bridge solid-like and fluid-like state. Material strength

is decomposed into a dilatancy part and a rate-dependent residual strength. The

state transition is accommodated by evolutions of dilatancy, which plays a key

role in the solid-like state but vanishes towards the fluid-like state. Unlike the

classical rate-independent plasticity models, the residual strength is proposed

to be strain-rate-dependent, able to capture key features of fluid-like state of

granular media.

• The proposed enhanced continuum constitutive description is implemented into a

finite difference scheme to simulate granular flow along inclined surface. Results

from continuum model are compared with numerical experiments by discrete

particle simulations. It is shown that key features, such as solid-fluid transition,

velocity profiles and free-surface velocity evolutions, are successfully captured by

the proposed model. Moreover, the model is also applied to simulate a shear

banding problem. The rate-effect on material strength inside and outside shear

band has been taken into account. Comparisons of the proposed model with

classical rate-independent model show that the enhanced material description

provides a more accurate match with physical experiments.
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7.2. Discussions and future work

There are several possible improvements to the studies presented in this dissertation.

For the multiscale random fields study in Chapter 3, the first possible direction is to

implement the proposed framework in three dimensions. To the knowledge of the author,

even for single scale, there are very few studies on three dimensional random fields. The

major challenge would be to generate random fields that would preserve desired spatial

correlation across scales in three dimensions. The coupling of finite element with random

fields would be similar to 2D, except that it is necessary to implement three dimensional

elements, such as brick elements, able to split and match the resolutions of generated

random fields. The other direction is to incorporate real experiment data when generating

random fields. The experiment data can be utilized for two purposes: to determine

an appropriate probability distribution and spatial correlation function for the material

properties [159], or to incorporate measured data values into simulations of a specimen

that includes some unmeasured locations. A few attempts in this direction has been

carried out for single scale random fields, see, e.g., [160]

Regarding the semi-implicit return mapping algorithm in Chapter 4, one shortcoming

of the method will be potential lack of accuracy because of the frozen plasticity. The

accuracy can be improved using smaller time steps. Also, the formulation presented

are for infinitesimal elastoplasticity only, but extension to finite deformation regime is

straightforward.

Extensions of the localization modeling in granular media (Chapter 5) may include,

within the multiscale framework, implementing three-dimensional finite elements with

embedded discontinuities, implementing a tracing algorithm for propagating localization
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band, and formulating the framework in finite deformation regime (see, e.g., [161, 111,

103, 121] for work in these directions at single scale). Also, for making predictive simula-

tion, a concurrent coupling between continuum scale and granular scale model is desired.

This requires constant communications between continuum scale finite elements and gran-

ular scale computations, the work in presented in Chapter 4 and [12] show examples using

concurrent information passing scheme. A major drawback for using concurrent frame-

work, however, is the high computational cost. To this end, a parallel finite element

program is desired. Finally, the size of a representative volume at the granular scale is

not yet discussed in this dissertation and this requires further work.

The rate-depednent plasticity model in Chapter 6 has utilized the role of dilatancy

to capture transition between solid-like state and fluid-like state. However, there are

not yet sufficient numerical or physical experiments on how dilatancy evolves during the

transition. Availability of physical experiment data is beyond the scope of the author’s

work, however, extensive numerical experiments using discrete particle simulations can be

carried out to carefully examine the evolutions of dilatancy during the transition phase.

As more experiments become available, better calibration of the proposed evolution laws

can be achieved or new evolution laws can be proposed all together.



203

Bibliography

[1] J.E. Andrade, J.W. Baker, and K.C. Ellison. Random porosity fields and their influence on the

stability of granular media. International Journal for Numerical and Analytical Methods in Geome-

chanics, 32:1147–1172, 2008.

[2] J.E. Andrade X. Tu and Q. Chen. Return mapping for nonsmooth and multiscale elastoplasticity.

Computer Methods in Applied Mechanics and Engineering, 198:2286–2296, 2009.

[3] I. F. Collins. Plane strain characteristics theory for soils and granular materials with density de-

pendent yield criteria. Journal of the Mechanics and Physics of Solids, 38:1–25, 1990.

[4] D. C. Drucker and W. Prager. Soil mechanics and plastic analysis or limit design. Quarterly of

Applied Mathematics, 10:157–165, 1952.

[5] D. Harris. Plasticity models for soil, granular and jointed rock materials. Journal of the Mechanics

and Physics of Solids, 40:273–290, 1992.

[6] P. A. Vermeer and R. de Borst. Non-associated plasticity for soils, concrete and rock. Heron, 29:1–

62, 1984.

[7] Y. F. Dafalias and E. P. Popov. A model of nonlinearly hardening materials for complex loadings.

Acta Mechanica, 21:173–192, 1975.

[8] M. R. Kingston and A. J. M. Spencer. General yield conditions in plane deformations of granular

media. Journal of the Mechanics and Physics of Solids, 18:233–243, 1970.

[9] F. L. DiMaggio and I. S. Sandler. Material model for granular soils. Journal of the Engineering

Mechanics Division-ASCE, 97:935–950, 1971.

[10] J. W. Rudnicki and J. R. Rice. Conditions for localization of deformation in pressure-sensitive

dilatant materials. Journal of the Mechanics and Physics of Solids, 23:371–394, 1975.



204

[11] R. I. Borja. Bifurcation of elastoplastic solids to shear band mode at finite strains. Computer

Methods in Applied Mechanics and Engineering, 191:5287–5314, 2002.

[12] J.E. Andrade and X. Tu. Multiscale framework for behavior prediction in granular media. Mechanics

of Materials, 41(6):652–669, 2009.

[13] J. C. Simo and T. J. R. Hughes. Computational Inelasticity. Prentice-Hall, New York, 1998.

[14] P.A. Cundall and O.D.L. Strack. A discrete numerical model for granular assemblies. Géotechnique,
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[36] D. Markovič, R. Niekamp, A. Ibrahimbegović, H. G. Matthies, and R. L. Taylor. Multi-scale mod-

eling of heterogeneous structures with inelastic constitutive behaviour part i - physical and mathe-

matical aspects. Engineering Computations, 22:664–683, 2005.
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and continuum analysis of localized deformation in sand using x-ray micro ct and volumetric digital
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