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Abstract

This works considers the problem of tracking objects on an assembly line using

an ultra-wideband (UWB) positioning system. Assembly line tracking can be accom-

plished using touch sensors that physically detect when an object reaches a given

location. Such tracking requires sensors placed throughout the entire assembly line,

and only provides readings at the sensor locations. In contrast, UWB position track-

ing utilizes a set of sensors surrounding the whole area, enabling continuous position

tracking with less infrastructure. Similar tracking can be accomplished using radio

frequency identification (RFID) sensing, but this only provides readings when the

parts are near RFID readers. The advantage of UWB position tracking is that it can

provide sensor readings continuously throughout the entire tracking area. However,

UWB position estimates are noisy, typically having an accuracy of 30-100 cm in a

room-to-building sized area. This accuracy is sufficient for monitoring which part of

an assembly line a part is currently traversing, but is not accurate enough to enable

precise tooling or positioning.

In this work, we are using a map of an assembly line to constrain the motion

tracking. This is similar to how a road map can be used to constrain position tracking

for a GPS sensor. The idea is that the raw sensor measurements are constrained by

the a priori known map of motion along the assembly line. We use these constraints

and design a particle filter to improve position tracking accuracy.
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Chapter 1

Introduction

This thesis considers the problem of tracking objects on an assembly line using

an ultra-wideband (UWB) positioning system. A UWB positioning system uses a tag

placed on the object of interest to transmit UWB pulses to a set of fixed receivers

installed around the tracking area. Position estimates are made using trilateration

and related techniques from the received signals. The position estimates can be used

to continuously monitor the position of parts moving along the assembly line.

Assembly line tracking can be accomplished using touch sensors that physically

detect when an object reaches a given location. Figure 1.1 illustrates an assembly line

for car manufacturing. Such tracking requires sensors placed throughout the entire

assembly line, and only provides readings at the sensor locations. In contrast, UWB

position tracking utilizes a set of sensors surrounding the whole area, enabling contin-

uous position tracking with less infrastructure. Similar tracking can be accomplished

using radio frequency identification (RFID) sensing, but this only provides readings

when the parts are near RFID readers. The advantage of UWB position tracking is

that is can provide sensor readings continuously throughout the entire tracking area.

However, UWB position estimates are noisy, typically having an accuracy of 30-100
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Figure 1.1: Top view of an assembly line for car manufacturing.

cm in a room-to-building sized area [31]. This accuracy is sufficient for monitoring

which part of an assembly line a part is currently traversing, but is not accurate

enough to enable precise tooling or positioning. Figure 1.2 illustrates a part of the

assembly line where tooling is done.

Many filtering methods have been explored to improve UWB tracking. For ex-

ample, methods have been explored to improve the calculation of time of flight (TOF)

using match filtering and a peak search technique [24]. A least square technique has

also been used iteratively to improve accuracy by transforming a three-dimensional

localization problem into a one-dimensional problem [33]. Bayesian filters have been

used to track time of arrival (TOA) biases created by non line of sight (NLOS) con-

ditions [10]. A particle filter augmented with a measurement noise map has also been

used to improve tracking accuracy [30]. A particle filter has also been used with a

model for sensor set noise [4].

In this work, we are using a map of an assembly line to constrain the motion

tracking. This is similar to how a road map can be used to constrain position tracking

for a GPS sensor. The idea is that the raw sensor measurements are constrained by

2



Figure 1.2: A station in the assembly line where tooling is done.

the a priori known map of motion along the assembly line. The following sections

give background on global and local positioning systems, UWB indoor tracking and

filtering.

1.1 Global and Local Positioning Systems

The Global Positioning System (GPS) was developed by the U.S Department

of Defense (DoD) in the 1970s. It is an active global navigation satellite system

(GNSS), which is a system of satellites providing geo-spatial tracking information. A

GNSS calculates the distance or range of a transmitter by first computing the time

taken for the radio frequency signal to propagate from the transmitter to the receiver

and then multiplying that with the speed of light. Since the time taken for the

signal can be the same for any place on a sphere around the transmitter, several such

transmitters are used. The point of intersection of their spheres gives the position

of the receiver. This process is called trilateration if 3 measurements are used; the

general term is called multilateration. It is illustrated in 2D in figure 1.3. There are
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Location

Figure 1.3: Trilateration.

several methods in which the range can be calculated but the basic principle remains

the same. These include measuring angle of arrival (AOA), time of arrival (TOA)

and time difference of arrival (TDOA).

A local positioning system (LPS) works on a principle similar to a GNSS. Here

the tracking area is a lot smaller and is intended to work inside buildings. The GNSSs

do not transmit signals with enough power to penetrate inside buildings. Hence a

LPS is used in these areas. Unlike the GNSSs, one of the main requirements of a LPS

signal is that it has to be capable of penetrating through walls, furniture and other

things present inside buildings. Also, the accuracy should not get affected because of

the clutter. The installation of such a system is one of the biggest challenges since

the sensors must be mounted in such a way that there is good coverage of the area,

cables need to be routed taking security into consideration and the placement and

calibration of the sensors must be done accurately.
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1.2 Ultra-wideband tracking

The Defense Advanced Research Projects Agency’s (DARPA) in its report on

the assessment of short-pulse wave technology introduced the term UWB to distin-

guish it from other conventional radar technologies [14]. UWB signalling was permit-

ted for usage by the United States Federal Communication Commision in 2002 [8].

UWB signals are defined as signals with ultra short pulses (< 1ns) with a low duty

cycle (< 0.5 %) capable of transmitting signals over a wide range of frequencies

(3.1 to 10.6GHz simultaneously) and having a large bandwidth (> 500 MHZ) [23].

Figure 1.4 shows the FCC approved frequency range for UWB signals [16]. UWB

is being used for a variety of applications like for high bandwidth video and data

transmission [11, 12, 27], radar for through wall imaging to detect people and ob-

jects [1, 6, 22, 26], medical imaging [5, 7, 9] and localization for inventory and target

tracking [2, 13, 29, 34]. Our work makes use of an UWB system. Like the working

of the GNSS, the UWB system estimates the range by multiplying the time of flight

with the speed of light. The advantage of this system are the ease of installation,

handling non line of sight (NLOS) and potential accuracy in tracking targets [12].

The main sources of noise present in the indoor tracking system are NLOS,

multipath, synchronization, antenna effects, peak detection and sensor placement [31].

NLOS causes increased time of flight (TOF) hence directly affecting the range mea-

surement. Multipath can also cause increased TOF measurement, especially if the

direct path is attenuated. Since the UWB system calculates the range using TOA

or TDOA, synchronization is very important as accurate clock references are needed.

Accurate peak detection also affects TOA and TDOA measurements. Sensor place-

ment can also affect the performance due to dilution of precision. Filters can be used

to overcome some of these noise sources. The concept of filtering is explained in the
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Figure 1.4: Frequency range of UWB spectrum.

next section.

1.3 Filtering

This section provides background on the technique of filtering. A filter itera-

tively updates the fit of a model. A model refers to a mathematical equation that can

best describe the general shape or pattern of a particular set of data. Fit refers to

finding the best set of parameters for a given set of data. The best set of parameters

are the values of the unknown variables in the model that best fit the general shape

of the given data. The filter can be used to estimate the past, present and future

states of a system [32]. The following sections describe the components of filtering

and two filtering techniques used in tracking applications.

1.3.1 State Variables

The state variables are the quantities that describe the behavior of the thing

being tracked. When an object moving on an assemble line has to be tracked, one
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can for example keep track of its position and velocity along the x and y directions.

These can be represented as a vector.

Xt =



xt

ẋt

yt

ẏt


(1.1)

where xt and yt are the positions and ẋt and ẏt are the velocities in x and y direction

at time t.

1.3.2 State Transition Equations

The state transition equations are a set of equations that describe the expected

behavior of the the thing being tracked over a period of time. The state transition

equations can be written to describe any desired model. For example, for the 2D

state variables just described, the state transition equations could be written as

f =



xt+1 = xt + ẋtδt

ẋt+1 = ẋt + ax,t

yt+1 = yt + ẏtδt

ẏt+1 = ẏt + ay,t


(1.2)

where δt is the time period between two measurements. ax,t and ay,t are the dynamic

noise in x and y at the time instance t. These equations assume that the thing is

moving with a constant velocity.

The state transition equations can also be represented in matrix form as shown
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in equation (1.3) to (1.5).

f =

[
xt+1 = Φxt + At

]
(1.3)

Φ =



1 δt 0 0

0 1 0 0

0 0 1 δt

0 0 0 1


(1.4)

At =



0

ax,t

0

ay,t


(1.5)

where Φ is the state transition matrix and At is the dynamic noise.

1.3.3 Dynamic Noise

Dynamic noise refers to the uncertainty in predictions in the state transition

equation. For example the value of ax,t and ay,t can be obtained from the distribution

N(0, σ2
a). N(0, σ2

a) denotes a random, normally distributed variable with a mean of

zero and a standard deviation of σa. The value of σa defines how large of an acceler-

ation can be expected during each prediction interval. The dynamic noise covariance

matrix Q represents the covariance of the set of dynamic noises. In the dynamic noise

covariance matrix the zeros signify that there is no correlation between x and y axes.

The discrete dynamic noise covariance matrix Qt represents the covariance for a time
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interval δt [20, 4].

Qt =



δ3t /3 δ2t /2 0 0

δ2t /2 δt 0 0

0 0 δ3t /3 δ2t /2

0 0 δ2t /2 δt


Q (1.6)

Q =



σ2
dx 0 0 0

0 σ2
dx 0 0

0 0 σ2
dy 0

0 0 0 σ2
dy


(1.7)

1.3.4 Observation equation

The observation equations are a set of equations that describe the expected

range of measurements given the current state of the thing being tracked. The ob-

servation is obtained from the sensor. These give the position of the thing being

tracked. Measurement noise is part of the observation equation and is used to de-

scribe the potential corruption of the observations. The observed values at any time

can be represented as

Y =

x̂t
ŷt

 (1.8)

where x̂t and ŷt are the measurements from the sensor. The observation equation can

be represented as

g =

x̂t = xt + vx,t

ŷt = yt + vy,t

 (1.9)
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where vx,t and vy,t represent the measurement noise. The observation equations can

also be represented in matrix form as

g =

[
Yt = MXt +Nt

]
(1.10)

where the observation matrix M is given by

M =

1 0 0 0

0 0 1 0

 (1.11)

and the observation noise matrix is written as

N =

vx,t
vy,t

 (1.12)

1.3.5 Measurement Noise

The measurement noise is the uncertainty in the sensor readings. The mea-

surement noise covariance matrix is show in (1.13). σ2
x and σ2

y represent the variances

and σx,y is the covariance along the X and Y axes respectively.

R =

 σ2
x σx,y

σx,y σ2
y

 (1.13)

1.3.6 Kalman Filter

A Kalman filter is an algorithm which uses a series of measurements observed

over time, assumed to contain measurement noise, and produces estimates of unknown

variables. The variables are the state variable of interest. The noise arises from the
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sensor which is used to measure the variable. Inaccuracies arise from the predictions

of the system due to dynamic noise. The Kalman filter is explained here with reference

to tracking a thing in a two dimensional space.

The algorithm works in a two-step process: in the prediction step, the Kalman

filter produces estimates of the current state variables, along with their uncertain-

ties [17]. Once the outcome of the next measurement is observed, these estimates are

updated using a weighted average, with more weight being given to estimates with

higher certainty.

The first step in the Kalman filter is to predict the next state

Xt,t−1 = ΦXt−1,t−1 (1.14)

Once the state is predicted, the next state covariance matrix is also predicted

St,t−1 = ΦSt−1,t−1Φ
T +Q (1.15)

Measurements are then obtained from the sensor

Yt =

x̂t
ŷt

 (1.16)

After the measurement is obtained, the innovation is calculated as the difference

between the estimated measurement and the actual measurement.

J = Yt −MXt,t−1 (1.17)

11



Next, the covariance of innovation is calculated.

COV(J) = MSt,t−1M
T +R (1.18)

From the covariance of innovation obtained in the last step, the gain matrix is calcu-

lated as

Kt = St,t−1M
TCOV(J)−1 (1.19)

Using the Kalman gain, the state covariance matrix is updated.

St,t = [I −KtM ]St,t−1 (1.20)

Finally the updated state is calculated as

Xt,t = Xt,t−1 +KtJ (1.21)

These steps form the main loop of the filter.

The Kalman filter can only be used if the state transition and the observation

equations are linear and the measurement noise is normally distributed. The extended

Kalman filter (EKF) can be used for non linear state transition equations. The EKF

calculates Jacobians at each time instant to linearize the problem [32]. The Kalman

filter and the EKF break down when the observation distribution is not Gaussian.

1.3.7 Particle Filtering

The Kalman filter assumes that the state transition and observation equations

are linear and that all noises are Gaussian. Our experiments use equations that have

non-linearities and non-Gaussian noises. We therefore use the particle filter.

12



A particle filter is a sequential Monte Carlo method used for estimating non-

Gaussian distributions [17]. Monte Carlo methods are a class of computational algo-

rithms that rely on repeated random sampling to compute their results. The samples

from the Monte Carlo method in a particle filter are called particles. The particles

with corresponding weights are used to form an approximation of a probability den-

sity function. Importance sampling is performed on the probability density function.

Importance sampling is a general technique for estimating properties of a particular

distribution. The basic methodology in importance sampling is to choose a distri-

bution which encourages the important values. The important values, in this case

particles, are given higher weights and the desired output is computed from the mean.

1.3.8 Particle filter algorithm

The particle filter uses a Monte Carlo approximation. The distribution p(x|y)

is represented using a number of samples. In this context of the particle filter, the

samples are called particles. They are denoted as:

χ = {x(m), w(m)}Mm=1 (1.22)

The number of state spaces or samples used for our experiment is M = 1000. The

state of each of the particles can be initialized with the first measurement or with

zeros. The weight of each particles is initialized to 1
M

in our experiment.

Like other filters, the particle filter algorithm follows a predict-update cycle.

First, each particle m is propagated through the state transition equation:

{x(m)
t = f(x

(m)
t−1, a

(m)
t )}Mm=1 (1.23)

13



The value a
(m)
t represents the dynamic noise from t − 1 to t, and is randomly and

independently calculated for each particle m. The new measurement vector yt is

obtained and the weight of each of the particles are updated.

w̃
(m)
t = w

(m)
t−1 · p(yt|x

(m)
t ) (1.24)

where

p(yt|x(m)
t ) = exp(

−(y(m) − y)2

2σ2
n

) (1.25)

and

y(m) = g(x(m), 0) (1.26)

Once the weights are calculated, they are normalized to sum up to 1.

w
(m)
t =

w̃
(m)
t

M∑
m=1

w̃
(m)
t

(1.27)

The desired output is then obtained as the mean of the particles.

E[xt] ≈
M∑

m=1

x
(m)
t · w(m)

t (1.28)

After a few transitions there is a possibility that most of the particles have very

low weights. This results in very few particles contributing to the approximation of

the probability distribution function. Hence there is a check to see if resampling is

necessary to remove these particles with low probability. More copies of particles

with higher probability are added to better approximate the probability distribution

function. A number of resampling methods can be used for this purpose [28], select

with replacement is used in our experiments [3].

14



To check whether resampling is necessary, the coefficient of variation (CV ) and effec-

tive sample size (ESS) are computed.

CV = V AR
(w(m))

E2[w(m)]
=

1

M

M∑
m=1

(M · w(m) − 1)2 (1.29)

ESS =
M

1 + CV
(1.30)

The effective sample size describes how many particles have an appreciable weight. If

ESS is less than 0.5 M (threshold is set to 50% of the particles) resampling is done

in our experiment.

These steps form the main loop of the filter. The particle filter can be used

for problems with linear and non-linear state transition and observation equations as

well as any dynamic and noise distributions.

1.4 Novelty

In this thesis, we use a map of an assembly line to improve UWB position

tracking. This is similar to how a road map can be used to improve position tracking

for an automobile using a GPS [15, 21]. The essence of the idea is that position

measurements are constrained to locations on the path (road or assembly line). For

our problem we use an UWB indoor tracking system. Other types of maps have been

used to improve UWB position tracking. For example, a map of environment noise

has been shown to improve position tracking by up to 15% [30]. Floorplan maps have

been used to constrain motion tracking from traversing through walls [25]. To our

knowledge, this is the first time that a map of an assembly line has been used to

improve UWB position tracking.
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Chapter 2

Research Design and Methods

2.1 Introduction

We model an assembly line using a piece-wise function of linear segments.

Each segment extends from a starting position xa, ya to an ending position xb, yb. We

assume that the target moving along the assembly line takes some unknown time to

travel between these points, depending on the velocity at which it moves. We also

assume that the object can speed up, slow down, or even stop while moving along a

segment.

Figure 2.1 shows three example segments. The first and third segments show

motion in x and y, the second segment is a pause at the joining point of the first

and third segments. Specifically, segment one can be modeled as (xA, yA), (xB, yB),

segment two as (xB, yB), (xB, yB) and segment three as (xB, yB), (xC , yC).

16



A B
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Figure 2.1: Example segments modeling an assembly line.

2.2 Filter design

This section describes the particle filter design which we use for our experi-

ment. We use the particle filter because our state transition equation (equation 2.2)

and observation equation (equation 2.5) are nonlinear. The dynamic noise is also not

purely Gaussian.

We model the motion along the assembly line using a dummy variable d that

tracks the distance along the path. Formally, our state Xt is defined as:

Xt =

dt
ḋt

 (2.1)

where dt represents a position, and ḋt represents the velocity.

17



Our state transition equation f is modelled as

f(xt, at) =

 dt+1 = dt + ḋtT

ḋt+1 = max(0, ḋt + at)

 (2.2)

where at represents random changes in velocity (accelerations or decelerations) at time

t. We model at using N(0, σa), a zero-mean normal distribution with σa defining

the standard deviation of the expected random change in velocity. We use the max

operator to enforce the constraint that the velocity can speed up or slow down but

cannot reverse; in other words, the target being tracked may pause while moving

along a segment, but it cannot back up.

Our observations Yt are obtained from an UWB tracking system:

Ŷt =

x̂t
ŷt

 (2.3)

The measurements can take any values in the x, y space.

The filter estimate is mapped to the corresponding point on the x, y space.

This is done for us to calculate the weight of the particles which requires the prob-

ability distribution used in equation 1.25 on section 1.3.7. Figure 2.2 illustrates this

mapping.

Yt =

xt
yt

← [
dt

]
(2.4)
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Figure 2.2: Mapping of d to (x,y). The red line with arrows shows the path taken.

2.3 Ubisense system

We use an UWB positioning system manufactured by the U.K. based company

Ubisense, Inc. The Ubisense tags transmit the UWB pulses which are detected by 8

sensors mounted in the Riggs facility. Figure 2.3 shows the Ubisense tag and sensor.

The system estimates the range using angle of arrival (AOA) and time differene

of arrival (TDOA) techniques with as few as two sensors required for a position

estimate [18, 19].

2.4 Facility

The experiment was carried out in our facility in the basement of Riggs Hall at

Clemson University. The UWB tracking area is approximately 8m x 9m which covers
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Figure 2.3: (a) UWB tag which is placed on the object to be tracked. (b) UWB
sensor that is mounted in the facility.

the majority of the laboratory and a part of the adjacent hallway. The path for our

experiment was completely inside the laboratory. Figure 2.4 shows a picture of the

laboratory. The laboratory is separated with the hallway by a 20cm thick concrete

wall. The walls in the facility are 5m high with false ceilings at a height of 3m. The

false ceiling are made up of thermocol and placed on metal railings. Two cupboards

are present inside the laboratory. Eight Ubisense sensors are mounted in this facility

with five inside the laboratory and three in the adjacent hallway.

2.5 Data collection

Data was collected using the cart shown in Figure 2.5. The tag of the UWB

system is mounted on the cart at a height of 78cm from the ground. The cart is

equipped with a laser mounted below the tag (pointing down) which helps in following
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Figure 2.4: Laboratory where the data collection was carried out.

the path. Three different types of motion are followed along the path, these are called

the three situations. In the first situation, a constant velocity is maintained. In the

second situation, a constant velocity is maintained for the motion but there are halts

for a fixed period of time at the segment ends. The third situation has no halts,

but the velocity of motion along the segments differ. The Ubisense system provides

raw measurements of the data along the X and Y axes. Three sets of recordings are

collected for each of the situations.

The path followed for our experiment is illustrated in Figure 2.6. The starting

position and the ending position of the segments of the path are listed in Table 2.1.

The different segments of the path are labelled from A to E.
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Figure 2.6: Path followed for data collection.
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Table 2.1: End points of the segments of the path used for the experiment (in meters)

Segment xa ya xb yb d

A 2.62 8.26 6.67 8.26 4.05
B 6.67 8.26 6.67 6.15 6.16
C 6.67 6.15 2.62 6.15 10.21
D 2.62 6.15 2.62 4.07 12.29
E 2.62 4.07 6.67 4.07 16.34

The mapping in equation 2.4 can be written for our path as

Yt =



xt = dt + 2.615

yt = 8.26
if 0 ≤ dt ≤ 4.05

xt = 6.665

yt = 8.26− dt + 4.05
if 4.05 < dt ≤ 6.159

xt = 6.665− dt + 6.159

yt = 6.151
if 6.159 ≤ dt ≤ 10.209

xt = 2.615

yt = 6.151− dt + 10.209
if 10.209 ≤ dt ≤ 12.295

xt = 2.615 + dt + 12.295

yt = 4.065
if dt > 12.295



(2.5)

Figure 2.7 shows one set of data collected from each of the three situations.

The plot of raw data and ground truth for the three situations are shown on the left

side and their respective velocity profiles are indicated to their right. The process to

obtain ground truth data is explained in section 2.6.
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Figure 2.7: (a) Plot of raw measurement and ground truth for situation 1,2 and 3 are
shown on (a),(c) and (e) respectively. (b) Velocity of the cart when travelling on the
different segments for the measurement obtained in (a), (c) and (e) are shown on (b),
(d) and (f) respectively.
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2.6 Ground truth

Since the path is fixed, the start location and end location are known. The

position with respect to time needs to be calculated for points between the ends. In

order to do that, the time interval of motion and velocity in each of the segments

are calculated. The least square method is used to calculate the time. The cart is

initially placed in the start position and measurements are collected for 10 seconds

at this position before starting to move. When the end of the path is reached, there

is a wait of another 10 seconds before ending the recording. This gives flat regions in

the starting and ending and linear regions and flat regions in between. A subset of

measurements are selected in each region (linear and flat) and are used to provide a

least square fit to the set of measurements in that region. The measurement that lies

closest to the intersection of these points gives the start, end or change in dynamics.

Since motion can be either in x or y, the direction of motion is used to calculate the

time.

For example, in the path on figure 2.6, motion is in x in the first segment.

Then the time of start and the end of motion are obtained from the plot of x with

time. Figure 2.8(a) illustrates this approach. Let the motion start time and end time

obtained be t1 and t2. At the end of segment A there might be rest for a period

of time or motion could continue. Motion would be along segment B in y-direction.

The motion start time and end time are obtained from the y versus time plot, Figure

2.8(b). Let these times be t3 and t4. In the interval of time between t2 and t3, position

is at the end of segment A.

Now that the start time and end time of travelling in the segments, as well

as the start and end points of the segments are known, the velocity travelled in each

of the segments are calculated. Multiplying the velocity with the time at which the
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Figure 2.8: Least square method to obtain the ground truth using x and y coordinates
shown in (a) and (b) respectively.

measurement was obtained the corresponding ground truth position of the tag at that

instant is known. For segment A, where the motion is in x-direction the x ground

truth can be calculated as

x̌t =
DA

T
× t (2.6)

where DA is the length of segment A and T is the time taken to traverse the path

(from our earlier example t2 - t1) and x̌ are the ground truth at time instant t. The

y ground truth (y̌) for segment A will be constant(equal to the y coordinate of the

start point of segment A).

On the other hand for segment B the value of x̌ will be a constant(equal to the

x coordinate of the start point of segment A) and the y̌ can be calculated in a similar

way as x̌ for segment A. For the other segments too, the ground truth is calculated

in a similar way.

y̌t =
DB

T
× t (2.7)
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2.7 Error Metric

To evaluate the performance of our filter we define an error metric. The

average distance between the filtered data and the corresponding ground truth data

is calculated over the total number of measurements. This distance is known as the

root mean square error(RMSE) or deviation and can be defined as

RMSE =

√√√√ 1

N

N∑
i=1

(x̌i − xi)2 + (y̌i − yi)2 (2.8)

where x̌i and y̌i represent the ground truth position and xi and yi represents the filter

output for the measurement i. N is the total number of measurements.

27



Chapter 3

Results

The value of measurement noise was calculated as the average error in the

measurements using all the data sets. Dynamic noise for the Kalman filter as well as

the particle filter were set by varying the dynamic noise over a range of 0 to 100 cm

and then finding the value of the dynamic noise for the minimum error. This too was

calculated using all the data sets. Once the value of measurement noise and dynamic

noise were calculated they were fixed for all subsequent experiments. Figures 3.1 to

3.6 show the results for one trial for each of the three situations tested. The filter

output as well as the errors are shown. In these figures the particle filter output

always stays on the assembly line while the Kalman filter strays away. The error of

the particle filter is hard to make out in the figure of the assembly line. The error

comparison figures gives us a much better idea of the performance, the average error

is also indicated on them with dashed lines. It is evident that the particle filter error

is below the Kalman filter error for a large part of the tracking period.

The particle filter uses a Monte Carlo approach so a single trial does not

necessarily provide a representative output. Ten iterations were done for each of the

data sets and average error was computed and is shown in table 3.1. The average
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Figure 3.1: Plot of the raw measurement and the filter outputs for situation 1.
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Figure 3.2: Error plots for situation 1 (a) Shows the measurement error. Average
measurement error is 31.1 cm. (b) Shows the error of the particle filter compared to
the Kalman filter with an average improvement of 8.1 cm.
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Figure 3.3: Plot of the raw measurement and the filter outputs for situation 2.
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Figure 3.4: Error plots for situation 2 (a) Shows the measurement error. Average
measurement error is 30.3 cm. (b) Shows the error of the particle filter compared to
the Kalman filter with an average improvement of 9.6 cm.
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Figure 3.5: Plot of the raw measurement and the filter outputs for situation 3.
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Figure 3.6: Error plots for situation 3 (a) Shows the measurement error. Average
measurement error is 38.7 cm. (b) Shows the error of the particle filter compared to
the Kalman filter with an average improvement of 11.3 cm.
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error of the particle filter for all the data sets is 17.6 cm while that for the Kalman

filter is 27.9 cm. The particle filter gives a 55% improvement in the estimation of the

position compared to the measurements and a 37% improvement when compared to

the Kalman filter.

Table 3.1: Error comparison of the filter outputs (in cm).

Situation Data Set Measurement Kalman Particle

Situation 1
Set 1 31.1 24.4 16.3
Set 2 31.2 25.8 16.9
Set 3 52.8 31.7 16.1

Situation 2
Set 1 30.3 25.2 15.8
Set 2 33.5 24.3 14.9
Set 3 29.4 24.5 13.7

Situation 3
Set 1 38.7 31.2 20.2
Set 2 44.8 31.1 19.6
Set 3 60.8 33.7 24.8

Average error 39.2 27.9 17.6
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Chapter 4

Conclusion and Future work

In this thesis we have designed a filter for tracking objects on an assembly

line using an ultra wide-band positioning system. We designed a particle filter be-

cause the state transition equations were not linear and the dynamic noise was not

purely Gaussian. Our filter has reduced the tracking error from 39.2 cm to 17.6 cm,

improvement of 55%. The result is also better when compared with a 2D Kalman

filter which has a tracking error of 27.9 cm, improvement of 37%. This reduction in

tracking error could help promote the use of an UWB system as a central tracking

system in an assembly line, thereby replacing other sensors like proximity and RFID

required to keep a track of the things moving on the assembly line. The tracking can

also be used for tooling by using the position estimates from the UWB in the factory

control system.

The filter presented in this thesis could be extended to include a segment

ID as a state variable. This would require including it in the state transition and

observation equations. The benefit would be seen during periods of rest at segment

joins. The filter presented in this thesis tends to overshoot such rest periods because

it assumes continuous motion. A filter incorporating a segment ID for a state variable
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could recognize the transition at a junction and change to a piecewise function that

is pure rest.

Another possibility for future work is to extend the observation equation to

detect events where a tracked object may leave an assembly line. This could be

done by tracking the cumulative error between a standard Kalman filter and a map-

constrained filter, identifying an event when they sufficiently diverge. This is similar

to how an automobile GPS identifies when a car has gone off a given road.
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