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Direct numerical simulations of fully developed turbulence in an open channel geometry were
performed in which a passive scalar was introduced. The simulations were intended to explore
transport at free surfaces in two cases for whiththe free surface was maintained at constant
temperature an(®) the interfacial flux was fixed. These cases can be considered models for mass
and evaporative heat transport where buoyancy and surface deformation effects are negligible.
Significant differences were found in the thermal fields in these two cases. The turbulent statistics
reveal that the surface flux in the constant temperature case was significantly more intermittent
compared to the surface temperature field in the constant flux case. The surface temperature field in
the latter case formed large patches of warm fluid, reminiscent of the so-iatescalepatterns
revealed in recent infrared imagery of the air—water interface. The wake-like structure of the patches
was evidentlespitethe absence of surface shear. A model of surface renewal based on the existence
of two disparate time scale@ fast hydrodynamic scale, and a slow, diffusional gcalas
introduced to explain these differences in a heuristic manner. The model appears successful in
explaining, in a qualitative sense, the surface thermal structure in each case. Correlations between
the surface thermal fieldéflux or temperature and the subsurface hydrodynamics were also
computed. A model based on the hypothesis that hairpin eddies are the dominant kinematic structure
responsible for surface renewal is consistent with the correlations. However, these results cannot
rule out the importance of other turbulent structures in free surface heat and mass transport
processes. €1999 American Institute of Physids$$1070-663(99)00309-9

I. INTRODUCTION nel turbulence has also been used as the basis for the inves-
tigation.

The interaction of turbulence with a free surface has  To place the present work in context, the previous ex-
been under active investigation for at least the last two deperimental and numerical research on open channel turbu-
cades. This research has been motivated by the need ftance is briefly reviewed. Previous experimental viofthas
more fundamental knowledge of interfacial transport pro-revealed that a very large fraction, possibly as high as 90%
cesses which may ultimately be used in developing physicsef the surface renewal events are duebtosting processes
based interfacial transport models. Such models should be ¢ar the solid boundary. This was revealed by using dye
importance in predicting, for example, the fluxes of heat andracers placed in the buffer region of the wall boundary layer
mass from the air—sea interface, the spreading of ship wake@nd monitoring the presence of dye at the surface. This work
and the fluxes associated with numerous industrial processd2@S also verified that large-scale, energy-containing eddies,

Although there has been some fundamental work orf'S opposed to dissipation scale motions, are primarily re-

sheared free surfacés® this investigation is primarily con- sponsible for surface renewal. In addition, the experiments
ceonclusively determined that the free surface transport coef-

cerned with the unsheared case. In some ways, this is thf . :
. icient scales well with the square root of the molecular dif-
more fundamental example, since there can be no turbulemfte

. . ._fusivity, in agreement with standard surface renewal
production at such an interface. A natural and convenient. i 8-11

way to investigate these flows is through the use of an open Additional experiment€-1*have revealed the existence
channel where the turbulence which arrives at the free SUS¢ so-called surface renewaktchesat the free surface. In

face is produced principally at the bottom solid wall. Thus ,5 icyar, they have confirmed the experimental observa-
open channel flow has been used in many experimental anghng of Komorf that a large fraction of surface renewal
r?umerlcal investigations qf tur.bu!ence—free surface InteraCeyents originate from the buffer region of the boundary layer
tions. In this work, which is principally concerned with the and are closely correlated with boundary layer bursts. Based
relationship between turbulent structure near the interfacen this idea, a surface renewal model which incorporates the
and the passive scalar or temperature field near it, open chatime scales associated with the patches can be developed. A
relatively simple scenario emerges from these experiments;

3Electronic mail: handler@raphael.nrl.navy.mil low-speed fluid is ejected toward the surface from a wall
Ypresent address: Corning Glass Corp., Corning, NY 14831. burst, the fluid rises to the surface to form a surface renewal
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patch and a downdraft develops after the interaction. Addi-  Two cases were explored in this woile) open channel
tional work by Rashidf* has revealed the existence of spiral turbulence in which the free surface and the bottom bound-
eddies or attached eddies which appear after an energeticy are maintained at constant temperature, with the bottom
surface renewal event. temperature greater than the top, d@ilopen channel flow

The experimental work, although it has revealed muchwith a velocity field which is statistically identical to the first
about the processes involved in turbulent surface renewatase, in which the free surface is subject to a constant out-
has been plagued by considerable difficulty in making accuward (cooling heat flux and the bottom wall is maintained at
rate velocity and scalar measurements very near the intes fixed temperature. Buoyancy effects were not included in
face. To some extent, the advent of high-resolution numerieither case. It has been shoWthat stable stratification in
cal simulations has alleviated this problem, allowing preciseopen channel flow significantly reduces the turbulence inten-
determination of the velocity field very close to the free sur-sities, Reynolds stress, and drag. The cases considered here,
face, at least for low Reynolds and Prandtl numbers. Thidiowever, would clearly be unstably stratified had buoyancy
work'®~18 has generally confirmed the direct relation be-effects been included. In fact, the so-callembl skinis ac-
tween wall bursts and surface renewal and has revealed thttally maintained by such a surface cooling which generates
the updrafts from bursting appear to be the important prodescending cold plumes and ascending warmer fluid. For the
cess, although other experimentaly observed structures suffows considered in the present investigation, however, a
as down-drafts and attached or spiral eddies are seen as welpol thermal boundary layer can be maintained at the free
In addition, the numerical simulations have revealed that theurface in the absence of buoyancy sidmesting events
redistribution of kinetic energy from the vertical to the hori- from the no-slip lower boundary provide surface renewal in
zontal components of velocity is due to pressure-strain corwhich cooler fluid from the free surface is swept clean and
relations. Nagaosa and Sdftmave recently shown that the replaced by warmer fluid from below. The effects of unstable
surface renewal events are often associated with vortex dstratification will be considered in future work.
poles, and in recent work, Nagad$&as shown that shear It should be mentioned here that cade should be a
layers which often eminate from the wall region are not im-reasonable model for mass transport at a free surface as in
portant in the surface renewal process. the case of, for example, the outgassing of carbon dioxide

In contrast to previous investigations, the remote sensinffom water to ai¥’~2°In this case, an excellent approxima-
aspects of a free surface cooled from above are of primartion is that the gas concentration in the air and at the free
concern. The kinds of questions which arise in this contexsurface remains constant. Since the Schmidt number of typi-
are: Given only thermal information at the free surface, whatal gases is much larger than one, it can easily be sffown
can be inferred about the subsurface hydrodynamics and ttibat the subsurface hydrodynamics controls the gas flux or,
subsurface thermal structure? Can heat flux be determingd other words, the resistance to flux is greatest in the liquid.
from surface thermal imagery? Can free surface thermal imThe second case—ca&d—more closely models heat trans-
agery be inverted to determine the underlying bottom topogport in which evaporative cooling dominates. In this situa-
raphy or the presence of underwater objects or obstructiong®n, the heat flux, which is controlled by the humidity and
To answer these and related questions, the relationship b#he wind, can be assumed to be held fixed to a close approxi-
tween the surface scalar, or temperature field, and the undemation in most situation€?! Thus, the boundary conditions
lying hydrodynamics needs to be determined in a well-on the scalar fields in these two cases are reasonable models
defined case. of turbulence mediated transport of mass and heat at the

In particular, recent experimeRf$! which have ex- air—water interface, in the absence of significant surface de-
plored the use of recently developed infrared technology tdormations or buoyancy effects.
determine the relationship between the free surface tempera-
ture field and the subsurface velocity field have supplied mo-
tivation for the current investigation. These experiments
have relied upon recent developments in infrared focal plang. NUMERICAL SIMULATIONS
array technology which allows for the determination of the
temperature field with great thermal, spatial, and temporaf"
resolution. Using these methods, the surface thermal signa- To understand the basic mechanisms of scalar transport
ture of the thin thermal boundary layer, formed in the waterat free surfaces, direct numerical simulations were performed
by evaporative cooling, has been investigated in detail. Thign which several simplifying assumptions are made. First, the
surface cooling naturally gives rise to a free surface temperdree surfacein these simulations is actually a shear-free in-
ture which is slightly lower than in the bulk. This layer, terface in which no deformations are allowed. Estimates of
typically referred to as theool skif> 2 in the oceano- the surface deformations for the strength of the flows consid-
graphic context, will naturally be strongly affected by forcedered here indicate that they are negligible so that a flat
convection due to the wind. The boundary layer itself is notboundary model is entirely appropriate. Second, as men-
static, but is being maintained by surface renewal eventfoned above, buoyancy effects were neglected. For simplic-
from below. Once formed, however, it can be disrupted byity, however, the passive scalar will be referred to as the
coherent events such as, for example, a subsurface wakiemperaturefield.
which will generally be seen as a warm region in infrared  Given these simplifying assumptions, the Navier—Stokes
imagery®® equations were solved in rotational form:
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where (2.5 expresses the zero deformation condition, and
Free surface

Constant flux or temperature (2.6) enforces the absence of shear. The no-slip condition,
Flow (ut,vT,w*)=0, is applied ay=0.

7 Along with the equations of motion, the convection
diffusion equation is solved for the temperature field and is
given by

0* 0* 0% 0% 1
L=D —+uf— v —tw —= vZo*,
V It IX ay dz  R*Pr
LZ=3/2‘ED (2.7)

L,=4nD

where ©* is a nondimensional temperature to be defined,
Pr=wvl« is the Prandtl number, and is the thermal diffu-
sivity.

As described above, the present work is focused on two
cases which model mass transport and evaporative heat
transport at an interface. These cases can be modeled nu-
merically by imposing, respectively, Dirichlet and Neumann
v ) boundary conditions on the temperature field. For the case in
E:VXQ_VI_H'VV v+ilp, (29 \which Dirichlet conditions are imposed, which will be re-

ferred to as the constant temperature c#sg,will be de-
wherev is the velocity, 2=V Xv is the vorticity,II=p/p  fined as
+3(v-v), p is the pressurep is the densityv is the kine- .
matic viscosity f=fé, is a body force per unit volume, and 6*=(6-67)/(|05=64)), (2.8
éx is a unit vector in the flow direction. In these Simulations,wheree is the temperature, ar@T andeB are the tempera-

the body force is a constant so as to represent a drivingyres at the top and bottom boundaries respectively. In this
pressure gradient. In addition, the incompressibility con-case, the boundary conditions

straint was enforced:

No-slip boundary
Constant temperature

FIG. 1. Computational geometry and coordinate system.

0*=0, y=1 2.9
V.v=0. (2.2

and

Cartesian coordinates,y,2 are used, wherg andz are the 0*=1, y=0 (2.10
planar or horizontal coordinatém the plane of the free sur- ’ '
face andy is perpendicular to the boundary. The corre-will be imposed. In the other case, which will be referred to
sponding velocity field is {,v,w). The computational do- as the constant flux case, the nondimensional temperature is
main is shown in Fig. 1. defined a®O* =[ (O —0Og)k]/(qoD), wherek is the thermal

The equations of motion can be nondimensionalized byconductivity andy, is the magnitude of the heat flux directed
choosing a length scale, whereD is the vertical extent of normal to the interface applied g&= 1. The boundary con-
the channel, a velocity scale based on the pressure gradiemlitions in this case are therefore given by
u* = |f|D/p, and a time scalg* =D/u*. Introducing this S0+

scaling into(2.1) and(2.2) gives — -1 vy=1 2.11
(9y 1 1 .
vt 1 . . _

—_=V+XQ+—Vw+R—*V2v++1eX (2.3 0* =0, y=0, (2.12

ot . . . .
which are equivalent to a constant heat flux with magnitude
and o, directed out of the top boundary, and a constant tempera-

. ture, O, maintained at the bottom boundary, respectively.

V.v'=0, (2.9 It is evident that in both the constant temperature and the

constant flux cases, the heat transport is always directed out
of the top boundary. In particular, as mentioned above, the
constant temperature case has a close analogy with physical
experiments in which a scalar such as a gas diffuses out of a
liquid into the atmosphere. In this case, the atmosphere very
closely approximates an infinite reservoir of fixed gas con-

where v =v/u*=(u*,vt,w), t=t/it*, Q" =Qt*, «
=II/pu*?, R*=u*D/v, and the nondimensional coordi-
nates arx=x/D, y=y/D, andz=2z/D.

The boundary conditions which are appliedyat + 1
are those for a shear-free interface:

V=0 (2.5 centration so that the Dirichlet condition is an excellent ap-

' proximation. On the other hand, the constant flux case ap-

and proximates, with the exception of the absence of buoyancy,
. . the physical situation in which the surface of the liquid is

Ju _ oW -0 2.6 being cooled from above by evaporation. In this case, assum-

X  dz ' ' ing the environment is maintained at constant humidity and
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wind speed, the heat flux should remain nearly constant so 20
that the Neumann condition should be appropriate.

B. Numerical methods 15

The simulations are carried out using the same procedure
outlined by Handleet al1®in which a fourth-order system is
solved for the vertical velocity and a second-order system is U* 107
solved for the vertical vorticity. The other components of
velocity are recovered from the imposition of continuity.

5

With this formulation, two boundary conditions are used
for v on each boundary. The conditionyat 1 is

+_ 20,4 20— 0 AR — -
v =0, 9°v'19y=0, 2.1
. Y 213 10° 10! " 10° 10°

and ony=0, y

vi= 0, 3V+/(97: 0. (2.14 FIG. 2. Mean velocity profile and law of the wall. Computed mean velocity

(U"), - U*=25Iny")+5.5, ———;U =y, ——.

The equations of motion were solved simultaneously with
the heat transfer equation using a pseudo-spectral approach

in which the velocity and temperature fields are expanded iyith a duration of about 30 large eddy turnover times. Also,
Fourier modes i< and Zf‘ﬂd ChEbYSh?V modes in The  since the temperature and velocity fields are uncoupled in
fourth-order system fow™ is solved using a Green’s func- these simulations, the velocity field statistics were virtually

H 1,32 H H H H . . . .
tion gpprqacﬁ. Crank Nicolson time stepping is used for jgentical in both cases. Consequently, only the velocity sta-
the diffusion operator and a second-order Adams—Bashfortfistics for the constant temperature case are presented.

scheme is used for the nonlinear terms. The Courant—

Friedrichs—Lewy(CFL) number, defined by A. Velocity statistics
It v wt The results of previous investigatidfis'®at lower Rey-
CFL=At ma{ =+ —=+ —=|, (2.15 nolds numbers indicate, as expected, that the velocity statis-
(x2) Ax Ay Az tics near the no-slip boundary are not affected by the exis-

remained below approximately 0.25 in each simulation. Thdence of a free surface. The mean velocity profilé;
calculations for the velocity and temperature were fully=u", is shown in Fig. 2. As expected from previous simu-
dealiased in the Fourier direction using tfie rule. lations, the law of the wall is obeyed reasonably well. There

The Reynolds number (B and the Prandtl number is a slight deviation from the classic logarithmic region in the
were 180 and 2, respectively, in all simulations. The resoluwall law for y*>100 which must be assumed to be due to
tion was 12& 129x 128 in thex, y, andz directions, respec- the presence of the free surface. The bulk Reynolds number,
tively, and the corresponding domain lengths wérgD R,=U,D/v= 2805, whereJ,, is the volume average veloc-
=4, Ly/D=1, andL,/D=3x/2. If an inner or viscous ity, and the centerline Reynolds number,RU.D/v
length scale is defined by = »/u*, then in these units the =3282, whereU, is the centerline velocity. These values
domain is 226X 180x 848. The corresponding grid resolu- are in reasonable agreement with the experimental values of
tion in inner units in thec andz directions are 17.7 and 6.6, Dear for standard channel flow which are 2771 and 3236,
respectively. Length scales made nondimensional in this wagespectively.

will be denoted with a superscript-, such asx”* The turbulence intensity profiles are shown in Fig. 3. A
=(xu*)/v.
Ill. TURBULENCE STATISTICS 3

The simulations were performed by first interpolating a
lower resolution realization of fully developed turbulent
open channel flo¥ onto the higher resolution (128129
X 128) grid. This realization, along with temperature profiles
corresponding to the case of pure conducti@ =—y
+1, andO©* = —y in the constant temperature case and con-
stant flux case respectivelyere used as initial conditions.
Each simulation was then run for more than 100 large eddy
turnover times until both the velocity field and the tempera-

ture field reached statistical equilibrium. The large integra- 0 : ‘ ‘ ~~
tion time required to reach equilibrium is principally due to 0 45 90+ 135 180
the Prandtl number being larger than one so that diffusion Y

time scales for the temperatur_e field are Slgmflcantly Iongell’:IG. 3. Root-mean-square velocity profiles normalized by the friction ve-
than the scales associated with momentum transport. ONng&ity (u*). Streamwise velocity ), —; wall normal velocity ¢,md,

equilibrium is established, statistics were obtained for runs-——; spanwise velocityw,g, ——.
Downloaded 01 Nov 2000 to 130.127.12.50. Redistribution subject to AIP copyright, see http://ojps.aip.org/phf/phfcpyrts.html.
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primed quantity will denote a time-dependent one for which LO0T="
the mean has been removéd.g., u’ is the fluctuatng | ™ o
streamwise velocifyandu,,s will denote a root-mean-square \
value. The turbulence intensities near the solid boundary, 0.757 3
where turbulence production is a maximum, show character-
istics in agreement with standard closed channel 0.50-
simulations®?341t should be mentioned that, although turbu-
lence is produced everywhere in this flow with the exception S,

of the boundaries, an analysis of the turbulence kinetic en-  0.251
ergy balances derived from the current simulations reveal
that the turbulence production in the region<A2" <180 is
at least one order of magnitude less than its peak value near 0.00 02 o4 06 08 0
the solid boundary. This is certainly in accordance with the
experiments mentioned above which have shown that surface
renewal events have their origin principally in the near-wall
region of the boundary layer. In agreement with lower Rey-
nolds number result€, the turbulence intensities show a
strong anisotropy near the shear free boundary. Analysis of
the  turbulence kinetic energy and  dissipation

FIG. 4. Reynolds stress profile. Reynolds stress/v'/u*2, —; mean mo-
mentum balance; (2y), ———; —u’v'/u*2+ (1/R*)(dU*/dy), ——.

: .~ .~ 'be seen by noting that the limiting behavior of the stream-
budget$®1618:353t35 revealed that that anisotropic dissipa-_ - y noting g ben
wise and vertical components of velocity near the free sur-

tion and pressure-strain effects are principally responsible fo{ace are given by
this anisotropy. Near the free surface, the dissipation be-
comes anisotropic due to the nature of the shear-free interfa- u’'=ag+ ay?+0(y3), (3.2
cial boundary conditions. As a result, the vertical fluctuations ,
are preferentially dissipated, leading to an increase in stress v'=biy+bsy®+O(y"), 33
anisotropy?® wherey denotes distance from the shear-free boundary. This
Recent visualizations of the flow in the vicinity of the leads to the limiting form of the Reynolds stress near the
free surface by Nagaosa and SHitbave, to some extent, interface:
confirmed that strong updrafts, splats are the principal —
hydrodynamic eventg associated F\)/vith the redisl?[ribut?on of UV =ciy+eay’+O(y?). 34
turbulence kinetic energy by pressure-strain effects. For sucBince the Reynolds stress for a two-walled channel must be
a splat, one can envision, in a rough way, a stagnation poirddd with respect to the centerline, the limiting form of the
flow in which low momentum fluid from below is driven stress in this case should be
against the free surface. For such a flow, positive pressure ——- 3 s
fluctuations are expected to be associated with a negative Y'V' = diy+dsy”+O(y?). (3.5
vertical strain, gv/dy, resulting in anegative value for  Thus, the shear-free boundary conditions do not appear to
p(av/dy) which is the pressure-strain term in the kinetic have an effect on the asymptotic behavior of the Reynolds
energy balance for the vertical velocity fluctuations. This isstress, at least for the leading order terms.
in accordance with recent simulation resdf€n the other The vorticity fluctuation profiles shown in Fig. 5 are in
hand, continuity requires antisplatting or descending motiongxcellent agreement with results of Kiet al3? near the
from the surface. It is interesting to note that Nagaosa andolid boundary (6<y* <50) as expected and exhibit a local
Saito have been able to visualize such splatting events and
frequently observe dipole or hairpin-like eddies near the free
surface. 80

The Reynolds stress’v’ is shown in Fig. 4. It is evi-
dent that the relation between the Reynolds stress, viscous !
stress, and the driving pressure gradient given by 607"
N ol
uv’ 1 dut o
v tR ay Y 33 Py
207 d \\\\\\
is well satisfied, indicating that a statistically steady state has T

been achieved and that the sample size used to compute 0 ' : T
second-order statistics is adequate. We note in passing that
the limiting behavior of the Reynolds stress in the vicinity of
the shear-free boundary should be similar to that near theig. 5. Root-mean-square vorticity profile®; = (Q,D)/u*, —; Q.
centerline of a two-walled turbulent channel flow. This can---;Q; , —-. Results from Ref. 320, +; O, , o O, X.
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15 Thus the largest number of intense motions near the interface
are those for which the vertical velocity is positii@otion
toward the surfageand the streamwise fluctuations are nega-
tive. This is certainly consistent with the experimental obser-
........................ vations of ejections of low-speed fluid originating from the

T solid boundary impinging on the surface, giving rise to more
intense splatting—as opposed to weaker antisplatting—
motions. From Fig. 7 it is evident that near the shear-free
boundary, the flatness for vertical velocity fluctuations,

-0.57 N which attains a level of about 8, deviates significantly from
Gaussian behavior. On the other hand, the flatness for the
-1.0 w w ‘ other velocity components deviates only slightly from
0 45 90 135 180

s Gaussian statistics.
y -
B. Temperature statistics
FIG. 6. Skewness for the velocity field. Streamwise veloaity/ug,, —
wall normal velocity,v'3/vZ,, ———; spanwise velocityy'3/wS,, ---. Re-

sults from Ref. 32073/u,o +; v/ 3Iv3,g o W3wSg X.

The mean temperature profiles for the constant tempera-
ture and constant flux cases are shown in Fig. 8. Here the
nondimensional temperatur® " =[(Og—O)pcu*]/q, is
used, wherec is the heat capacity. It should be mentioned
minimum aty* =5 in Q,),ms Which has been interpreted as that the turbulence has markedly changed the initial mean
indicative of the existence of coherent streamwise vorfiges. Scalar fields, which were set to be the theoretical conduction
Near the free surface, the streamwise and spanwise vorticijfofiles. For example, in the constant temperature case, the
intensities are seen to vanish, as they must, due to the streggagnitude of the nondimensional steady-state heat flux,
free conditions. There are no such limitations on the wall(doD)/[k(Og—61)], is 7.64 compared to 1 in the case of
normal vorticity fluctuations, which attain a nonzero root- pure conduction. For the constant flux case, the steady-state
mean-square value at the interface. Thus, the existence glirfface temperature©* =[(6—063g)k]/(qoD)=—0.133,
shear layers within the plane of the interface and attachedompared to the pure conduction case whatfe= — 1. Thus
vortices are kinematically possible, in addition to the splat-the effect of the turbulence has been to significantly increase
ting and antisplatting events mentioned above. the heat flux and to increase the surface temperature in the

Itis evident that the skewness and flatness profiles for altonstant temperature and constant heat flux cases, respec-
velocity components, shown in Figs. 6 and 7, are in excellengiely.
agreement with previous resuftsiear the solid boundary. In Kader’ has developed a correlation for heat transfer in
addition, the SkeWneSS fm’ iS near zero eVeryWhere, indi- Channe|s and boundary |ayers Wh|Ch appears to be reason-
cating that the sample size is at least marginally adequate fejhly accurate over a wide range of Prandtl and Reynolds
the computation of higher order statistics. From Fig. 6, it iSyumbers. As a means of comparison with Kader, a series of
clear that fory ™ >30, the skewness far’ is always positive  gjmulations were performednot shown for two-walled
and that foru” is always negative. In fact, in the vicinity of channel flow in which a spatially uniform heat source was
the free surfacéfor y* >140) the skewness fov’ exhibits  jntroduced and each boundary was held at the same constant
an increase and it attains a value of 1.16 at the '“terfaCEiemperature. These simulations were similar to those per-
formed by Kim3 The mean temperature profiles in these
simulations, which were performed for a variety of Prandtl
numbers, compared well with the Kader relation, thus vali-
dating our numerical integration of the heat equation. It is
: evident in Fig. 8, however, that the temperature profiles in
201 both cases are very similar but agree with the Kader corre-

" lation only near the solid boundary fgr" <15. This is cer-
tainly to be expected since the Kader relation is valid only
for geometries and boundary conditions which give rise to a

30

104

symmetry in the temperature profile with respect to the cen-
Nl terline. Clearly, each case under consideration here violates
s S this symmetry. Nevertheless, it is interesting to note that the
0+ . ; . temperature profiles obtained from the simulations exhibit a
0 45 90 135 180 logarithmic region for 36y " <80.
y* Unfortunately, there have been very few reliable mea-
FIG. 7. Flatness for the velocity field. Gaussian result, —; streamwise ve-surementS of heat or mass transport in open channel flows in
locity, 0%/u’., —-—: wall normal velocity.v"/v* _ ———: spanwise ve- the absence of surface shear. However, Ragidi'* have
locity, w'¥/w? . ---. Results from Ref. 32u'%/ut . +; v'iv4, o developed a simple model of surface renewal in open chan-
W wihg X. nel flows based on the the frequency of surface renewal
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50 : 12
40 107
301

201

107

0 e e 0 : . ‘
10° 10" 10 10° 0 45 90 135 180

y* y¥

FIG. 8. Mean temperature proﬁleﬁT:[(eafg)pcu*]/qo. Constant FIG. 9.'Root_-mean-square temperature profiles. Scaling for the te'mpe.rature
— fluctuations is the same as for the mean temperature profiles in Fig. 8.

p— ——— R +
temperature case, —; constant flux case, » Ref. -37, 6 Constant temperature case, —; constant flux case, ———; ReX.38,

=3.68Inf*)+10.1, --.

events emanating from bursting activity near the solid

boundary. The model relies on the assumption that the tranguntly affected by surfactant contamination which presum-
port coefficient should vary in inverse proportion to the aply dampened surface turbulence and decreases traf$port.
square root of the Prandtl number, in accordance with stanyowever, good agreement between the transport rates found
dard surface renewal models. Their correlation, which agreeg, the current simulations and the experimental results lends
well with the experiments of Komofiis given by some doubt to this contention. One possible reason for the
K Pr¥2/(Upu*)H2=7.7x10"3, (3.9  discrepancy may be that Nagaosa and Saito used a transient
o ) ) simulation to compute the Nusselt number as opposed to the
where the heat transport coefficient is given B%  gayistically steady state achieved in the current work. It is
=0o/[pc(Op—O7)]. The relation between the bulk Rey- gyigent that additional physical and numerical experiments

nolds number and the wall Reynolds number obtained fromy ;i pe necessary to clarify this issue.

Deart® can be used to obtain an expression for the Nusselt The root-mean-square temperature profiles for both
number(Nu) from (3.6) given by cases are shown in Fig. 9. Near the solid boundary, the re-
Nu Pr12=9.916x10 3(R")10714 (3.7)  sults appear to be in reasonable agreement with the simula-

tion of Kim®® in both amplitude and position of the local
— * H
where Nu=(KD)/a, and R_F_(ZPU )/v. For the condi-  ayimum. This is to be expected since Kim also used con-
tions of the current simulationdR™ =360, and P+ 2), this

. . A .. Stant temperature boundary conditions on each wall of nor-
relation predicts Ne7.68. This is in good agreement with b y

Nu=7 64 and 7 .51 for th d mal turbulent channel flow. Near the free surface, the fluc-
u=7.64 and 7.51 for the constant temperature and constaii,isns for the constant temperature case exhibit a local

flux simulations, respectively. For comparison,=Ni4.4 for maximum away from the interface @t =172. For the con-

the Kader modellshow.n in Fig. 8. The lower Nusselt numb(?rstant flux case, there is no constraint on the temperature at
for the current simulations compared to the Kader model i

$he interface, and the temperature fluctuations are observed
principally due to the existence of a sublayer (%36 ’ P

~180) in the t i i the f ) h to reach a maximum there. In fact, the root-mean-square
) in the temperature profile near the free surface w erf‘lamperature fluctuation level at the free surface is about

molecular diffusion dominates. This sublayer is naturally ab'twice that of its local maximum near the solid boundary.

sent in the case of standard channel or boundary layer flow. The convective heat fluxéf'v’) profiles are shown in

This additional layer apparently increases the resistance tlgig. 10. A detailed quadrant analysis for this flux was not

heat flux by almost a factor of 2 as seen in the ratio of the
. erformed. However, as one would expect from the mean
Nusselt numbers. It should be mentioned, however, that th : e
emperature profiles, the scalar fluxes are always positive;

%gerﬁtesmoefnéobmetov:/qe;?oglls Sgr{:gnsi,ma;%r;zraegdofchfaﬁggﬁrﬂﬁét is_, _fluid with©'>0 tends to be strongly _correlated yvith
since Komori's experiments involved the transport of carbonﬂwd rsing frqm below ¢*>0) gnd colder fluid (9_’<.0) 'S
dioxide with a very high Schmidt number (S@00) com- associated with downward mot|on$’.(<0). It was |nd|catgd

; X above that there are small but noticeable differences in the
pared to the current simulations.

; . . mean temperature profiles for the two sets of boundary con-
Nagaosa and Saitdhave also performed a simulation of P b y

. . (iititions being considered here. This can be explained in part
open channel flow with a paéflve scalar and report a Nusseby considering the asymptotic behavior &y’ near the
number of 11.3 for P+ 1 and R"=300. The correlatiol3.7) :
predicts a much lower transport rate, Nd.47, under these free surface. At the free surface in the constant temperature

flow conditions. This led to speculation by Nagaosa and %€ the temperature fluctuations can be expanded by,
Saito that the transport rate in the experiments was signifi- 0’ =e;y+e,y?+0O(y®), (3.8
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FIG. 12. Flatness for the temperature fluctuatidds? 0% . Gaussian re-

FIG. 10. Convective heat flu®)'v'/[(Og—O+)u*]. Constant temperature gyt (flatness equals)3—; Constant temperature case, —; constant flux case,
case, —; constant flux case, ———. -

and in the constant flux case, the fluctuations can be eXserature fluctuations in the constant temperature case is
panded as somewhat unanticipated. It should be noted that the flux
L 5 3 O'v’ is strictly positive, so that, in th®'—v' plane, most

0" =fo+fy"+0(y). (39 events should occur in quadrants on®'&0y’>0) or
Using the expression for the limiting forms of the vertical three ©' <0’ <0). Nevertheless, according to Fig. 10 and

velocity fluctuations at the free surface given (3, it  the skewness for’ from Fig. 6, there are only a few regions
follows that the asymptotic form for the scalar flux in the where the temperature and vertical velocity fluctuations have

constant temperature case is a skewness of the same sign. For example, for>1%5
>50 the skewness foB' is negative and that fov’ is
O'v'=Cy?+Dy3+0(y%), (3.10 positive. This indicates that throughout a large region of the

channel, the strongest vertical motions are not well corre-
lated with the strongest fluctuations in the temperature field.
- This appears to be true also very near the wallyf6r<6.
O'v'=Ey+Fy>+0(y". (31D Near the free surfacey( > 165), however, the skewness for

Itis evident that the leading order terms for the heat flux neafémperature and vertical velocity are both strongly positive,
the free surface are different in these two cases. The diffefndicating that events in quadrant one dominate in the pro-
ences indicated bygl@ and (31]) have been verified by a duction of vertical flux in this region. For the constant flux
more careful inspection of the profiles shown in figure 10. case, the skewness for the temperature fluctuations remains,
The skewness and flatness profiles for the temperaturgomewhat unexpectedly, slighthegativenear the interface.
fluctuations for both cases are shown in Figs. 11 and 12. |4 he flatness profiles in Fig. 11 indicate that, for the constant
general, these profiles indicate some significant differenceéeémperature case, the strongest intermittency in the tempera-

particularly near the free surface. The skewness for the tenflre field occurs very near the free surface. In contrast, the
flatness level for the constant flux case is significantly non-

Gaussian in the channel interior and is nearly Gaussian in the

2 vicinity of the interface.
For future reference, the integral scales for the thermal
fields were computed at the free surface. Here we define the

and for the constant flux case

o integral scale by\X=f(L)X/2CX(x’) dx’, whereC,(x') is the
spatial correlation function in the streamwise direction for
0 f\\ the temperature defined by:
, (B (x=x)0" (X))
Cu(x")= 52 ; (3.12
g9 T e rms

where averaging is taken over the horizontal plane and all
available realizations. The spanwise integral scales and those

2% 45 90 135 180 for the surface flux are defined in an analogous fashion. For

the constant temperature case, the integral scale for the sur-

face flux in the streamwise direction 4s,/D=0.274 and in

FIG. 11. Skewness for the temperature fluctuationd?/0?,. Constant the spanwise directiot,/D=0.229. In the constant tem-

rms

temperature case, —; constant flux case, ———. perature case, the corresponding integral scales for the sur-
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face temperature are 0.375 and 0.307. It is evident that thi&on, a relatively simple physical model is offered which ap-
macroscales for the constant flux case are significantly larggrears to explain these differences in a qualitative sense.
than for the constant temperature case, and thab$pect
ratio (length to width of the thermal fields is about 1.2 in
each case. In Figs. 13a)—13(d) several visualizations of the surface
thermal and velocity fields at or near the free surface for the
case in which the surface temperature field is fixed are
shown. The fields are shown at the same instant in time so
that relationships can be more easily determined. The mean
In order to more clearly understand the processes inflow is directed from left to right(positive x direction in
volved in the transport of heat at the interface, a more dethese visualizations. Each figure represents a fluctuating
tailed investigation of the relationship between the surfaceuantity in the sense that the instantaneous mean has been
thermal field, and the subsurface velocity and vorticity wassubtracted. In Fig. 13) the temperature field slightly below
undertaken. In the case for which the free surface temperdhe interface is shown. It is evident that since the temperature
ture is held constant, it is evident that tihex at the interface  field at the free surface is fixe®* =0), these temperature
will vary spatially and temporally, its structure being deter-fluctuations very near the surface are effectively proportional
mined by the subsurface hydrodynamics. On the other hando the instantaneous surface flux. This is evident by noting
for the constant flux case, ttseirface temperaturéeld will the almost exact correspondence between the temperature
fluctuate. Accordingly, a detailed visual and statistical analyfluctuations in Fig. 18) and the fluctuations in the flux at
sis has been performed to determine the relationships béhe interface shown in Fig. 18). The subsurface tempera-
tween the thermal and hydrodynamic fields. It will be shownture field shows a strong positive skewness—in agreement
below that there are fundamental differences between thwith the statistical resultsee Fig. 1}k—exhibiting localized
surface flux field in the constant temperature case and thgpots of high temperature. Although it may be difficult to
surface temperature field in the constant flux case. In addidiscern from Fig. 1@), the thermal structure has a some-

A. Visualizations of the near-surface structure

IV. THE STRUCTURE OF THE THERMAL AND
VELOCITY FIELDS NEAR THE FREE SURFACE

(a) 0.000  0.020 0040  0.060

(b) 002 000 002 004

FIG. 13. Instantaneous visualizations of the thermal and velocity fields in the constant temperature case-in phene.(a) Temperature fluctuations,
(6*)’, aty"=0.24, whereO* =(0—-6:)/(|65—6+|); (b) vertical velocity fluctuations,(*)’, aty*=0.24; (c) streamwise velocity fluctuationsu()’,
at the free surface; and) flux fluctuations,d(6*)'/dy, at the free surface.
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(d) 400 300 -200 -100 0.0

FIG. 13.(Continued).

what larger streamwise length scale compared to its spanwismnstant flux case shown in Fig. (Bt exhibits largepatches
scale in accordance with the macroscale results mentioneaf warm fluid which appear to be relatively uniform in tem-
previously. perature. The patches appear to be surrounded by regions of
In Figs. 13b) and 13c) the corresponding fluctuating relatively intense cool bands, and, in fact, the overall skew-
vertical and streamwise velocity fields are shown. The vertiness is slightly negativesee Fig. 11 The surface tempera-
cal velocity field is taken very near the free surface, at theure field is strikingly different from the highly intermittent
same depth as that of Fig. (B3 for the temperature field. and positively skewed near-surface temperature field and
Regions A and B on each of these images have been higlsurface flux shown in Figs. 18 and 13d). In addition, the
lighted. As indicated in Fig. 1@), these are regions where patches shown in Fig. 1d) appear to show a definitgake-
the subsurface thermal temperature is strongly elevated aritke structure, that is, a relatively large thermtaad fol-
we term these regionbot spots A close correspondence lowed by a trailingtail. This is particularly apparent in the
between these hot spots and large positiyevard vertical ~ patches highlighted in region C. The corresponding vertical
velocity fluctuations is evident for these regions. The streamand streamwise velocity fields are shown in Figs(bl4nd
wise fluctuations shown in Fig. 18 show thatlow speed 14(c). As in the constant temperature case, there is an obvi-
regions are also closely associated with the hot spots. It isus correlation between the hot patches, large vertical veloci-
also evident, upon close examination of many such visualties, and patches of low momentum fluid, as seen in region
izations, that the low speed regions appear generally slightl. In addition, and in agreement with the constant tempera-
to the left, orupstreamof these hot spots. The fluctuations in ture case, fluid with low streamwise momentum tends to ap-
flux at the free surface shown in Fig. (3 show a strong pear somewhat upstream of the regions of high vertical ve-
negatively skewed and highly intermittent structure. Here, docity in areas where hot patches also appear on the surface.
negative value indicates heat transport out of the free surface. The wake-like structure of the thermal fields in these two
In fact, peak(outward orientefd fluxes are on the order of cases can be understood by considering the known surface
—40 compared to the mean flux of ordeB. flow kinematics. In accordance with the experimental obser-
The corresponding visualizations of the velocity andvations described in the Introduction, and also in agreement
thermal fields for the case of constant surface heat flux isvith three-dimensional observations of the thermal and ve-
shown in Figs. 1da)—14(d). The surface temperature in the locity fields obtained from these simulatiofrsot shown, it

Downloaded 01 Nov 2000 to 130.127.12.50. Redistribution subject to AIP copyright, see http://ojps.aip.org/phf/phfcpyrts.html.



Phys. Fluids, Vol. 11, No. 9, September 1999 Transport of a passive scalar at a shear free boundary . . . 2617

is known that eruptions of fluid from the wall region retain ~ Recent experimental eviderf€e*> seems to confirm
their coherence in the process of convecting toward the frethese observations. In the above cited experiments, a high-
surface. These upwellings eventually reach the surface agsolution infrared camera was used to obtain imagery of the
so-called splatting events. It seems reasonable to assume theamperature field of the free surface in a wind-wave tank
these events are essentially composed of fluid carrying lowmnder a variety of wind/current conditions. A strong constant
streamwise momentum relative to the average velocity at thbeat flux at the free surface was obtained in these experi-
free surface since they have their origins in the buffer regiorments primarily by wind-driven evaporative cooling. In this
of the mean velocity profile. In addition, in both the constantsense, the experiments were similar to the constant flux
temperature and constant flux cases, heat is being transportsignulations. This induced the formation of a cool thermal
from the solid wall toward the free surface, so that these fluidboundary layer by generating rising warm plumes and sink-
elements carry with them the higher temperatures associatédg cool sheets. Thermal wake structures, referred to in the
with the subsurface flow, and must therefore be significantlyexperiments agish scalesreadily formed as the ascending
warmer than the average surface temperature. warm plumes encountered a wind-induced shear at the inter-
This transport of warm, low momentum fluid toward the face. These wake-like thermal patterns were more clearly
free surface, as described above, explains the appearanceesfident in the experiments, compared to those in the present
the thermal wakes; that is, in the same manner as a thermaimulations, primarily because of the presence of surface
wake is formed behind a warm solid object placed in a freeshear which enhanced the formation of the thermal wakes
stream, so too does a thermal wake form behind low momerand was also a source of significant turbulence production at
tum, warm fluid—elativeto the average free surface stream-the air—water interface. Nevertheless, the mechanism for the
wise velocity and temperature—as it impinges upon the fredormation of a thermal wake structure at the interface is es-
surface. This is certainly in agreement with the orientation ofsentially identical in both cases. This has been further con-
the thermal wakes noted above, in which theadis up-  firmed in recent simulatioff® in which surface shear has
stream and theail downstream, with respect to the near- been applied to the interface. In these simulations, patterns
surface mean flow. almost identical to the cited experiments were formed.

(b) 0020 0000 0.020 0.040

FIG. 14. Instantaneous visualizations of the thermal and velocity fields in the constant flux caseinztipane.(a) Temperature fluctuations at the free
surface, O*)’, where©* =[ (0 —0g)k]/(qoD); (b) vertical velocity fluctuations,(*)’, aty* =0.24; (c) streamwise velocity fluctuationsu{()’, at the
free surface; andd) flux fluctuations,d(©*)’'/dy, aty™=0.24.
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FIG. 14.(Continued).

B. A two-time-scale model of surface renewal avldy, becomes large near the interface; &@8dthe hydro-
acliynamic field dissipates and the thermal boundary layer
Jrows back to its original thickness by pure diffusion, com-

significant differences between the surface flux field in th tina th ¢ | The ti iod bet
constant temperature case and the surface temperature fi@@ Ing the surface renewal process. 1he ime period between
steps(1) and (2) will be referred to as the compression or

in the constant flux case in spite of the fact that the hydro- :
dynamic fields are statistically identical. In particular, it Wasco'nvec.tlve 'phase qf the cycle, and has durafion The
noted above that the surface flux field in the former wasth'rd’ dlffu3|on-dom|_nated phase has tem_poral durafign
much more intermittent than the surface temperature field ir‘?lnd the sum of the time scaleg=Tc+ Ty, is referred to as
the latter. Here a relatively simple model is proposed WhiCH:he surface renewal time.

appears to explain, in a heuristic manner, many of these dif-h The d'?ert' asslur?fptlf[)n 1S thatl_ qE)JIrlng_)rht_he cork?pressmtr;
ferences. Certain simplifying assumptions are necessary i ase, diffusional efiects are negligibie. 1nis can be seen by

order to form a model which is more tractable than the fu"estima_ting the ratio of the dominant diﬁusion and convective
equations governing the system. Before proceeding, hov\;_erms in Eq.(2.7) for such a compression:
ever, it is convenient to definethermal boundary layeas vaOlay  vér
the region near the free surface in which heat transport by —m=77—~—.
molecular conduction dominates over turbulent transport. ad’OlFy
Referring to Fig. 8, theaveragethickness of this layer, |nterms of the present simulations, a further estimate can be

The thermal structure revealed in Figs. 13 and 14 reve

4.9

61/D, is on the order of 0.05 near the free surface. made:
To form such a model, the surface renewal process will
be idealized by dividing it into a three step proceds:the vér v’ 8r\?/u*D
vertical velocity below the surface is initially small and the T~5_77:1 D a |’ (4.2

instantaneous thermal boundary layer is larger than (2)
the hydrodynamic straining field imposed by a surface rewheredv "/dyl;-, is the magnitude of the vertical derivative
newal event compresses the thermal boundary layer to af the the free surface normal velocity at the interface which
thickness smaller thaa; asv and the vertical strain rate, can reasonably be estimated from Fig. 3ow$m5/07[7:1
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~5. In addition, u*D/a=R*Pr=360 so thatvé;/a~5, 90 90  §°0

justifying, at least marginally, the assumption that diffusion EJFVW: “W' (4.6

can be neglected during theitial stages of boundary layer

compression. It should be noted that if the compression

phase has a long duration, that isTif> 61 /v, the thermal In the constant temperature case, the behavior of the flux at
boundary layer thickness will become small and thé /o the interface may be determined by differentiatidgd) with

will no longer be large, so that at some point during therespect toy and evaluating this relation at the free surface.

compression dissipative effects can no longer be neglectedhis results in

However, if it is assumed that the compression phase lasts
approximately one eddy turnover time near the interface,

; : - e Qs v 7*Q
thenT.~\/v, where\ is a typical velocity microscale near +—| Qe=a—r| , 4.7
the interface. It follows that since~ &7 (obtained from cal- at Y| Y |tg

culations not shown thenT .~ 67 /v, and diffusion can rea-

sonably be neglected throughout the entire compression of

the thermal boundary layer. We note that even if this arguwhereQS(t) is the heat flux at the interface a@ly,t) is the
3%014%y) drops out upon evaluation at

ment is not strictly valid, there will be some time period :lhea';ﬂux. Tr;e ter(r;v( o th ditior0 th
early in the compression phase for which diffusive effects € free surtace due 1o the condition= ere.
Given the model described above, the structure of the

will be entirely negligible. th | field the f ; in the t d
It is useful to interpret this process as involving two time ermal Tield near the iree surface in the o cases under

scales. These are referred to as the hydrodynamic straini hsideration can be rgadily de.termingad.. In the c onstant tem-
scale, 7,, associated with the compression of the thermal eratgre case, since dlﬁu5|pn IS ”eg"g'b'e during the com-
boundary layer due to a splatting event and a second scalRression phase, and assuming the strain rate to be essentially

T4, associated with the molecular diffusion of heat duringC?nStadnt indtime, thg right-har'\d Zid_erh(#-ﬁ may hbe ne- |
recovery. These can be estimated as glected andQg can be determined. This gives the simple

result
av| |71
TTh™ 5_ (43)
Yits Qu(t)=Qq(0)el~ /M), (4.9
and
2 Since the vertical strain rate at the free surface must be nega-
(o1 tive duri h a splatti he surface fl i
Ta~ ) (4.4) ive during such a splatting event, the surface flux must rise
a exponentially at a rate governed by the magnitude of the

strain field. This can be interpreted as the process of gener-
ating a very thin interfacial thermal boundary layer as
warmer fluid from below is driven upward. In the limit, as

Ty Vor the layer becomes infinitely thin, the flux becomes un-

T_hNT, (4.9 bounded. This is entirely consistent with classical surface

renewal modefs® which start from the idealized initial con-

in agreement with the estimate given above(4nl). This  dition of a discontinuous change in temperature at the inter-
indicates that the neglect of diffusion during compressiorface which is intended to model bulk fluid coming into direct
can be interpreted as due to the existence of two disparat®mntact with a surface of fixed temperature or concentration.
time scales. In effect, the time scale associated with the conit is evident that(4.8) is consistent with the compression
pression of the thermal boundary layey,, is significantly  phase occurring on a fast time scale governed by the vertical
faster than the diffusional scal&y, associated with recov- strain rate, as described above. Another interpretation of this
ery. In addition, the thermal boundary layer thickness shouldesult is that in the absence of diffusion, fluid particles ap-
decrease as the Prandtl number increases;asl/\/Pr so  proaching the free surface from below must retain their ini-
that the time scale ratio given .5 shouldincreaseas the tial temperature, so that the thermal boundary layer becomes
square root of the Prandtl number. The scales for water (Pthin and the flux rises on the time scale associated only with
~7), for example, will be significantly more disparate, andthe kinematics of the flow. The splatting event then dissi-
it is expected that in this casg;/m,~9 at the Reynolds pates and the surface flux must decrease on a slow diffu-
number of the current simulations. sional time scale as the thermal boundary layer thickens.

To further simplify the model, it is assumed that during For the case in which the surface flux is held fixed, the
a typical splatting event, temperature gradients are negligiblscenario described above must be modified since the tempo-
in the horizontal planenear the free surface; that is, the ral behavior of thesurface temperatures of concern. If dif-
surface renewal events generates a wide, relative to its vefusion is entirely neglected during the compression phase,
tical extent, horizontally uniform patch of high temperature.then (4.6) evaluated at the free surface yield®/dt|;s~0.
In addition, all other variables are also assumed to dependaturally, there will be some temperature rise during this
only ony andt. Given these assumptions, the model equatiorphase since diffusion is not entirely negligible, but within the
for surface renewal becomes approximation of the model, the rise should be small. During

Here,dv/dy|; is the vertical strain rate at the free surface. It
follows that

Downloaded 01 Nov 2000 to 130.127.12.50. Redistribution subject to AIP copyright, see http://ojps.aip.org/phf/phfcpyrts.html.



2620 Phys. Fluids, Vol. 11, No. 9, September 1999 Handler et al.

compression, although the flux at the surface is fixed and théx—z) spreading of the hot spot prevents the development of
surface temperature rise is small, there must be an increase$patially localized regions of elevated temperature. This is
subsurfacdlux as the thermal boundary layer is compressedalso supported by the statisti¢see Figs. 11 and 12The
The subsurface heat flux rapidly becomes larger than thenodel also predicts that the lifetime of a surface temperature
surface flux. Once the splatting event is dissipated, the suiiot spot in the constant flux case is likely to be longer than
face temperature increases oslaw (diffusional) time scale the lifetime of a high flux region in the constant temperature
due to this imbalance in interfacial flux. The surface tem-case. This can be explained, according to the model, by the
perature then decreases during the recovery period on tHact that both the rise and decay of the surface temperature in
same slow time scale. It is clear that this is an idealizatiorthe constant flux case occur on a slow diffusional time scale,
since the compression of the thermal boundary layer anwhereas in the constant temperature case, only the decay of
heating of the surface go on simultaneously. Neverthelesghe surface flux occurs on the slow scale. This prediction is
according to the model, the time required for the surfacgeasonably well supported by the significantly larger macros-
temperature to reach its maximum for the constant flux caseale for the surface temperature in the flux case compared
should be considerably longer than the time needed for thwith the macroscale for the surface flux in the other dase
flux to attain its maximum in the constant temperature caseSec. Il B). In effect, since the surface temperature hot spots
In summary, the constant flux boundary conditions dictathave a longer duration, they have more time to diffuse and
that diffusional as well as convective effects must play im- the ambient surface turbulence acts longer to advect and mix
portant roles in surface heating, whereas for constant tenthe warmer fluid. This appears to be the origin of the so-
perature conditions, diffusion is not necessary to producealledfish scalepatches, alluded to above, that are observed
large, very rapid increases in surface flux. in these simulations and in physical experiments.

Evidence for this in given in Fig. 1d) where the fluc-
tuations in the instantaneo_us su_bsurface flux are shown fQ& . relations between the surface thermal fields
the_ con;tant _flux case. It is evident that there are severglyq the subsurface velocity and vorticity
regions in which the flux just below the interface is signifi-

cantly larger(i.e., more negativethan the mean. One such The visualizations exhibited in Sec. IV A reveal a quali-
region is indicated in region D which has been delineatedative correlation between the surface thermal field and the

also in Figs. 148)—14(c). It is evident from Fig. 148) that subsurface velocity field in both the constant temperature
the region of high subsurface flux corresponds to an area ig"d constant flux cases. To determine—in a more rigorous
which the surface temperatudees notsignificantly deviate ~Way—the nature and strength of these correlations, the two-
from the mean. Figure 14) indicates that the high flux re- POInt correlation function relating the thermal fielfiix or

gion also corresponds to a region of high subsurface verticdfmperaturgat the free surface to theubsurfacevelocity
velocity directed toward the free surface. Close examinatio@nd vorticity field were computed. The appropriate correla-
of Fig. 14(c) reveals that the region of high flux is located tion functions for the constant temperature case are defined
approximately midway between regions of large positiveby

(downstreamand negative streamwise velocity fluctuations. (q'(x—x",¥0,2)a' (X,Y,2))

These observations appear to be the same for the other re- Cy(X',y)= yo)amdy) (4.9
gions in Fig. 14d) in which there are large, outwardly di- Arms. Yo} Bmsl Y

rected, subsurface fluxes. The model described above sughd

gests that during the compression stage, the surface Q' (x,Yo,z—2")a' (x,y,2))

temperature does not rise significantly. On the other hand, C,(z',y)= , (4.10

the subsurface straining sets up an interfacial flux imbalance GrmdYo)8rms(Y)
which eventually leads to an increase in surface temperatungherey,=D is the vertical coordinate corresponding to the
on a diffusive time scale. This implies that, in regions wherefree surfacea’ refers to a fluctuating component of velocity
the subsurface flux is highly elevated, we are observing ther vorticity, g’ = —kdO'/dy is the fluctuating part of the
beginningof a surface renewal event; that is, the initial stageheat flux in the direction normal to the interface, and aver-
of the compressive part of the process. The appearance afjing is taken over the horizontat{ z) plane and over all
high and low streamwise momentum on either side of theealizations of the flow. Her€, andC, will be referred to as
high flux region is also expected asplattends to deceler- the the streamwise and spanwise correlations, respectively.
ate fluid upstream and accelerate it downstream. With this definition of heat flux, a point on the free surface
In the constant temperature case, the model suggests thahereq’ >0 corresponds to a region where heat is leaving
during the compressive phase of the process, the surface fltlke free surface at a rate greater than the mean flux. In the
can rise rapidly to large magnitudes before diffusive effectconstant flux case the correlations are defined exactly as
have an appreciable effect. This seems to explain the signifabove, except that’ is replaced by’ andq,ms by O ms. It
cant intermittency in the flux field which is well reflected in is important to note the consequences of the definitions of
the large skewness and flatness yonear the interfacésee  the correlation functions given above. As an example, we
Figs. 6 and Y. On the other hand, the model also suggestsiote that if a maximum in the correlation function appears at
that the intermittency in surface temperature should be’>0, this must be interpreted as meaning that the flux or
weaker in the constant flux case since the temperature rigemperature field must be shiftegostreamwith respect to
occurs on a much slower diffusive scale, and the horizontathe kinematic field to achieve this maximal correlation. In
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FIG. 15. Correlations of the heat flux at the free surface with the subsurface velocity and vorticity in the constant temperatasteaasegise correlations

Correlations are defined in E@.9). Streamwise velocity, —; wall normal velocity, ———; spanwise velocity

—-—; spanwise vorticityX. (a) y*=0.03,(b) y*=2.2,(c) y"=5.3, and(d) y"=20.4.

other words, the kinematic field can be thought ofesling

.....

the spanwise vorticity is stronglyegative and occurs

the flux field in a spatial sense. We will therefore refer toslightly upstreamas indicated by referring to label C. It
should be noted that this minimum in the spanwise vorticity
The streamwise correlation function for the constantcorrelation liesupstreamof the maximum vertical velocity

x>0 as upstream anxl <0 as downstream.

temperature case is shown in Figs(d)515d). Each figure

correlation(label B) and somewhatlownstreanof the local

is associated with a different” location which refers to the minimum for the streamwise velocity correlatigiabel D).
distance below the surface where the velocity and vorticityThe correlations for the spanwise velocity and the stream-
fields are obtained to form the functions defined above. Irwise and vertical vorticity are near zero. This will be shown
Fig. 15a), the result for the streamwise correlation is shownbelow to be consistent with the symmetries associated with a
for the case in which the kinematic variables are very neatypical splatting event. Ay*=5.3 it is evident from Fig.

the free surfacey(* ~0.03). Salient features of the correla- 15(c) that the local minimum and maximum in the correla-
tions are indicated by the labels A—E. We note first that thetion for u have nearly vanished. At"=20.4, the correlation
surface flux is most strongly correlated with the vertical ve-for u becomes more nearly symmetric abalt=0 and that

locity and that the correlation is almost everywhemsitive
with a maximum value about O[ee label B in Fig. 1&)].
This maximum in the correlation occurs at or very ngar

for the spanwise vorticity tends towards antisymmetry. The
spanwise correlations for the constant temperature case are
shown in Figs. 1@)—16(d). It is evident that, independent of

=0 and the correlation function also appears to be reasordepth, the spanwise correlations are either symmétrie,
ably symmetric with respect its maximum. This appears taand (),) or antisymmetric {,{),,{,) with respect toz’
be more or less true independentyof level as can be seen =0.
in Figs. 15a)—15(d). In comparison, the correlation function

In Figs. 17a)—17(d) the streamwise correlations for the

for the streamwise velocity shows significantly different constant flux case are shown. There are some differences
characteristics. As indicated by label A, the maximum valueworth noting between these results and those corresponding
of this correlation isnegativeand occurs ak’<0, that is, to the constant temperature case. In particular, the surface
downstreamwith respect to the flux. In addition, and some- temperature field and the subsurface kinematic fields are sub-
what unexpectedly, there is a local minimum and maximunstantially less correlated in this case compared to the much
indicated by labels D and E. The maximum correlation forstronger correlation between the surface flux and the subsur-
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FIG. 16. Correlations of the heat flux at the free surface with the subsurface velocity and vorticity in the constant temperasparsaise correlations
Correlations are defined in E4.10. Streamwise velocity, —; wall normal velocity, ———; spanwise velocity, streamwise vorticity, —; wall normal
vorticity, — —; spanwise vorticity X. (a) y"*=0.03,(b) y"=2.2,(c) y"=5.3, and(d) y*=20.4.

face flow in the constant temperature case. For example, thgion very near the free surface. Both a side vidwoking in
maximum correlation coefficient for the vertical velocity the negativez direction and a view looking in the direction
from Fig. 14a) is about 0.3 compared to 0.7 for the constantof the flow are shown. In the side view the instantaneous
temperature case. In addition, the local minimum in thevelocity vectors expected for such an eddy in a reference
streamwise velocity correlation in Fig. (& is not as clearly  frame translating with the mean velocity of the free surface is
defined and has apparently shifted upstream in comparison #lso indicated. Also included in Fig. 18 is a sketch of the
the local minimum labeled D in Fig. 18. The spanwise gyrface flux ') profile, appropriate for the constant tem-
correlations for the constant flux caget shown are quali- perature case, and the velocity'(v') and spanwise vortic-
tatively t_h(_—:‘ same as those for the constant temperature CaRE (1)) profiles that one would expect in a horizontal plane
and exhibit no new features. situated above the eddy. The profiles are taken along a cut
corresponding to the plane of symmetry of the eddy; that is,
along a line in thex direction formed by the intersection of

The visualizations and the correlations described abovdN® Plane of symmetry with the horizontal platee x—z
along with the experimental observations that near surfacBlane indicated in the figurgsbove the eddy.
splatting events arise from near-wall turbulent activity, point, '€ depictions shown in Figs. 18 and 19 are naturally
to the possibility that known coherent turbulent structuresntended only to be suggestive of a typical hairpin eddy as it
may be responsible for surface renewal. In particular, it i§mPinges onto the surface. The eddy is shown approaching
well known thathairpin eddies or parts of such eddies exist the interface at some angle of attack, conforming to the ex-
near the walf*~*6and that such eddies are dynamically ca-pectation that the near-surface eddies should not differ sig-
pable of rising due to vortex self-induction. It is therefore nificantly in their topology from the more well-characterized
reasonable to choose them as candidate structures. To detggar-wall, tilted hairpin structures. From the numerical ex-
mine whether such structures are consistent with the simulgeriments cited abo&*®it is well known that the near-wall
tion results, a rough depiction of one and its associated vesddies rarely appear with twlegs of equally strong vortic-
locity and thermal field is shown in Figs. 18 and 19. Thesedty. In fact, they appear most often as single vortices. How-
depictions are intended to represent the flow only in the reever, it is expected that since there is no preferred sense of
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FIG. 17. Correlations of the temperature at the free surface with the subsurface velocity and vorticity in the constant {kixeeaseise correlatiohs
Correlations are defined in E¢4.9). Streamwise velocity, —; wall normal velocity, ———; spanwise velocity; streamwise vorticity, —; wall normal
vorticity, — —; spanwise vorticity X. (a) y*=0.03,(b) y*=2.2,(c) y*=5.3, and(d) y* =20.4.

rotation associated with any given vortex, a statistical enthermal boundary should be thinnest after being compressed
semble of such structures may appear as a two legged hairpagainst the surface. This correspondence is indicated by label
as depicted in the figure. 2 in Fig. 18. Since the vortex is tilted in the manner shown,
According to the discussion above, we should expect thé is reasonable to expect that the maximoegativestream-
maximumpositive flux to be associated with the maximum wise velocity should be located somewkatvnstreanof the
positive vertical velocity since it is expected that here the maximum vertical velocity as indicated by label 1. At the
headof the vortex, the spanwise vorticity is a maximum and
must be negative there. This maximum should occur in the

T FLow — neighborhood of label 3 as indicated. It is clear that the other
X ) \2 y SuRece components of velocity and vorticity must be zero in this
Z»///“‘Z““":ki‘%‘”? TR depiction because of the inherent spanwise symmetry of the
X zp'a”e(& ? flow field. Downstream of the head of the vortex the stream-

2 /—q'

,_J 7 : /; -
__J\ \ 2 FREE

X 2 [SURFACE
v /
/ A NP X - z plane

2

FIG. 18. Conceptual model of hairpin eddy impinging on the free surface.

Side view(x—y plane showing velocity vectors as they would appear in a

reference frame moving with the mean velocity of the free surface. Also

shown are various field quantities in arbitrary units for the constant temperaFIG. 19. Rear view(z—y plane of hairpin eddy impinging on the free
ture case. surface.

Downloaded 01 Nov 2000 to 130.127.12.50. Redistribution subject to AIP copyright, see http://ojps.aip.org/phf/phfcpyrts.html.



2624 Phys. Fluids, Vol. 11, No. 9, September 1999 Handler et al.

wise velocity may be expected to be strongly positive, andsurface temperature patches so as to decrease their coherence
the vertical velocity should be near zero, as indicated in Figwith the underlying, quasi-deterministic, splatting events. If
18 at label 3. Further downstream of this point, the fluxthe local minimum in theu correlation is closely associated
should change sign since the thermal boundary layer shouldith the vortex head, then this scrambling effect can be ex-
be larger than its mean thickness as it is pulled from the fre@ected to decrease its impact on the surface temperature. In
surface toward the interior. This is typically referred to as areffect, the details of the subsurface velocity field are no
antisplatoccurringaheadof the vortex tip. longer well reflected in the surface thermal field.

Given these hypothetical hydrodynamic and flux fields, It is evident from Fig. 19 that velocity and vorticity pro-
it is evident that the maximum correlation of the flux with files taken in the spanwise direction above the hairpin will be
the vertical velocity will be positive and should appear ateither ~ synmmetric  {',v’,Q};) or antisymmetric
x'~0, in agreement with the computed correlations. The(w’,{}, () with respect ta@’ =0. Since the surface flux or
maximum correlation of the streamwise velocity should besurface temperature profiles will be symmetric, the correla-
negative appearing at’ <0, and that for the spanwise vor- tions will have the same symmetry as the hydrodynamic
ticity should also be negative and should appeax’at0, field. Itis clear that this in good agreement with the correla-
also in agreement with the simulation results. The streamtions shown in Figs. 1@)—16(d).
wise velocity and spanwise vorticity signatures are particu-
larly important since they appear to be a characteristic of
tilted vortical structure. That is, the characteristics evident inrv CONCLUSIONS
the u and Q, correlations are not likely to manifest them- Direct numerical simulations of scalar transport at a
selves as clearly in a splatting event generated by a vorticahear-free boundary have revealed that the thermal structure
structure which approaches the surface at zero angle of a#t the interface depends strongly on the nature of the bound-
tack. It is also important to note that this appears to explairary conditions imposed on the scalar field. In particular, it is
the observations from the visualizations of the appearance dbund that the surface flux field is highly intermittent in the
low streamwise velocity regions located somewhat down<€ase for which the surface temperature is held fixed. On the
stream of regions of high vertical velocity. This proposedother hand, when the surface flux is held fixed, the surface
hydrodynamic field also hints at a possible explanation fotemperature field shows significantly less intermittency. The
the local minimum in the streamwise correlation functioninterfacial temperature field in this case appears in patches of
[see Fig. 16a) and label O. It is evident from Fig. 18 that if relatively uniform temperature, forming wake-like, fish-scale
the flux profile is shifted upstream so that its maximum cor-patterns. These structures are highly reminiscent of those
responds with the maximum in’ near label 3, then a can- found in recent experiments where the air—water interfacial
cellation effect should be expected and the appearance oftamperature was characterized using infrared imagery. It
local minimum is possible. This suggests that the local miniseems reasonable to assert, based on the present work, that
mum is a direct consequence of the close proximity of thehese wake-like patterns are caused by the impacting of
vortex head to the free surface. In addition, the model apwarm, low-speed fluid onto the free surface. The low-speed
pears to explain the observation noted in Sec. IV C that théluid then forms a thermal wake as it encounters higher-
maximum value for the spanwise vorticity correlation is in speed, cooler, free surface fluid.
close proximity to this minimunisee Fig. 18)]. Farther These differences in intermittency and thermal structure
from the surfacdFig. 15d)] the correlations become more are explained in terms of a two-time-scale model of surface
symmetric(or nearly antisymmetric in the case of the span-renewal. In the model, the thermal boundary layer is viewed
wise vorticity) with respect tox’ =0. This suggests that at as being strained or compressed by the vertical velocity field
abouty " ~ 20, the detailed structure of the vortex head is noton a fast hydrodynamic time scale and then reforms on a
impressed upon the surface heat flux. Instead, the surfacdow diffusional scale. According to the model, the surface
flux is correlated with an upwelling in a shear flow which is flux in the constant temperature case rises rapidly on the fast
the prototypical splatting structure. scale, whereas the surface temperature rises principally on a

The model described above also applies well to the condiffusive scale when the surface flux is held fixed. The model
stant flux case. For example, the location of the maximunalso appears to explain the result that the macroscale associ-
vertical velocity should correspond to the maximum positiveated with the surface temperature field is larger than that for
surface temperature. Compared to the constant temperatuttee flux in the constant temperature case. In addition, it hints
case, however, the constant flux correlations are significantigt an explanation for the result that surface temperature is
lower compared to those in the constant temperature cassignificantly less correlated with the subsurface kinematics in
and, in addition, the local minimum in thecorrelation is not  the constant flux case, compared to the larger correlations
as well defined. A definitive explanation for these differencesound between the surface flux and the hydrodynamics in the
is not immediately apparent. One possible explanation igonstant temperature case.
that, according to the time scale model of surface renewal The thermal structure of the interface was further ex-
described above, the high-temperature surface patchgdored by examining the correlations of the surface thermal
should have a longer lifetime and should consequently béelds with the subsurface velocity and vorticity. The
larger and more spatially diffuse compared to the surfacetraightforward method of correlation analysis has been par-
flux in the constant temperature case. This allows the randoricularly useful since the scalar field acts as a marker upon
surface turbulence to convect and, in a sesseamblethe  which the subsurface hydrodynamic fields are impressed.
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