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The effect of relative humidity on deposition pattern in inertial impactors: 
The role of particle elasticity and surface attraction 
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H I G H L I G H T S  G R A P H I C A L  A B S T R A C T  

• Novel technique for understanding 
particle-surface interactions. 

• Peak particle deposition locations inde
pendent of relative humidity. 

• Secondary particle deposits or ‘halos’ 
occur when relative humidity low. 

• Particle bounce responsible for forma
tion of secondary deposits. 

• Hamaker constant and coefficient of 
restitution are related to relative 
humidity.  
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A B S T R A C T   

The role of relative humidity on particle bounce in an inertial impactor was investigated through a program of 
experiments and particle trajectory simulations. Inertial impactors are devices used to obtain particle size dis
tributions by passing particle-laden air through a nozzle and collecting particles having sufficient inertia on a flat 
surface placed directly below the nozzle. Herein monodisperse hygroscopic particles impacted the flat hydro
phobic surface of a single stage inertial impactor while varying the relative humidity of the flow. The results 
show that a circular deposition pattern occurs when the relative humidity is high. When the relative humidity is 
low secondary deposits beyond the circular deposit also occur. Particle trajectory simulations were performed 
where particle/surface interactions were quantified via the Hamaker constant (A) and the loss of kinetic energy 
via the coefficient of restitution (e). In a first-of-its-kind approach, (A, e) were iteratively adjusted until prom
inent features of the particle deposits in the experiments and simulations agreed, thereby providing values of (A,
e) for each relative humidity. The results show that the observed deposition behavior is due to (i) the increase 
with relative humidity of the repulsion between the hygroscopic particles and the hydrophobic surface, (ii) 
multiple bounces along the particle trajectory, and (iii) kinetic energy loss at each particle bounce.   
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1. Introduction 

Inertial impactors are used for measuring particle size distributions 
in air for diameters ranging from as low as 0.005 μm [1] to as large as 
100 μm [2] and are used under a variety of operating conditions [3]. 
Impactors have been used in underground mine studies [4], in atmo
spheric pollution studies [5], in visibility studies [6], and for monitoring 
bioaerosols in order to control air quality and estimate performance of 
air cleaning devices [7]. They have also been used extensively in 
experimental research [8–11]. 

A typical inertial impactor, a schematic of which is shown in Fig. 1, 
consists of a nozzle through which a particle laden flow enters and 
creates a very short jet that is directed at an impaction plate or substrate. 
Large particles which have sufficient inertia will depart the flow 
streamlines and collect on the impaction plate whereas small particles 
follow the streamlines, are not deposited, and are collected at a subse
quent impactor stage. There are three possible fates for a particle that 
impacts the plate: (a) the particle may deposit, (b) the particle may 
bounce on impact after which it is transported out of the impactor, and 
(c) the particle may bounce on impact and then deposit at another 
location. These three possibilities are shown schematically in Fig. 2. It is 
possible that scenario (c) may occur more than once followed by either 
(a) or (b). We note that yet another possibility exists wherein particles, 
once deposited on the plate, slide laterally outward by shear at the wall, 
however this possibility is not explored herein. 

Particle bounce can cause inaccuracies in the particle size distribu
tion obtained by impactors [11]. Specifically, particle bounce can cause 
a decrease in collection efficiency, increased wall losses, and altered 
collection distributions among stages [10]. A physical understanding of 
the factors that control the bounce and potential reimpaction of particles 
is therefore critical to the prediction of impactor performance, as well as 
to the design of more accurate impactors and development of better 
measurement conditions for impactor operation. 

Particle bounce has been discussed extensively in the literature 
[12–19] and numerous methods to arrest particle bounce have been 
suggested, the majority of which advocate the use of coated impaction 
plates. An increase in particle collection by coating impaction surfaces 
with petroleum jelly, paraffin, silicone oil, Apiezon L, and other adhe
sive materials has been reported in previous studies on particle bounce 
[13,20,21]. These studies suggest that coating leads to a decrease in 
particle bounce, evidenced by increases in particle collection efficiency. 
However, these studies do not state whether these coatings promote 
scenario (a) or (c) in Fig. 2. This information becomes necessary when 
attempting to explain the particle deposition patterns observed on 
collection plates, which will be discussed later, as well as designing 
impactors to arrest bounce completely. 

Since coated slides cannot be used in all particle impactor studies, for 

example where the impactor samples must be used for chemical analysis 
[22], alternate methods to arrest particle bounce in impactors have been 
proposed. For instance, it has been reported that particle collection in 
impactors with uncoated slides can be increased by simply increasing 
the relative humidity of the flow. This was shown by Stein et al. [23] 
who studied the effect of relative humidity on particle bounce for un
coated aluminum plates. His study revealed that as the relative humidity 
increased from 0% to 80%, the particle collection efficiency increased, 
suggesting a decrease in particle bounce. Wang & John [15] observed a 
25% increase in collection efficiency when the relative humidity 
increased from 17% to 64% using uncoated stainless steel impaction 
plates. These results are similar to those obtained by Winkler [22] who 
also used uncoated substrates to collect atmospheric aerosols at different 
relative humidities. The present understanding, based on the above 
studies, is that with increase in relative humidity, particles adsorb water 
on their surface, making them “less bouncy” [23] and that, therefore, 
they adhere to the surface. However, precisely what physical processes 
are controlling the deposition is not revealed. Also, as with the case of 
using coated surfaces to control particle bounce, it is not clear whether 
particle bounce is completely arrested when relative humidity is 
increased, leading to scenario (a) in Fig. 2 or if something like scenario 
(c) occurs instead. 

The substrates used by Stein et al. [23] and Wang & John [15] in 
their study of the effect of relative humidity on particle bounce were 
aluminum plates and stainless steel plates, respectively which are rela
tively hydrophilic in nature. This is important because the relative hu
midity affects the amount of water adsorbed on the surface of a particle, 
and so the hydrophobic or hydrophilic nature of the impactor surface 
should influence the adhesion of such particles with the surface and 
show a difference in particle bounce behavior. The significance of this 
point is supported by results obtained from static studies of adhesion of 
different surfaces using atomic force microscopy (AFM) which show (not 
surprisingly) that the adhesion force of a surface increases with relative 
humidity for a hydrophilic surface while it decreases for a hydrophobic 
surface [24–27]. Hence, previous studies on the effect of relative hu
midity during particle impaction in impactors have not captured the 
entire scope of the problem by ignoring the effect of surface hydro
phobicity/hydrophilicity on particle bounce. 

Apart from collection efficiency, another characteristic of particle 
impactors which has been attributed to particle bounce is the pattern of 
particle deposition, specifically the existence of secondary deposits on 
the impactor surface. Ideally the impaction pattern in a particle 
impactor is a disk having a diameter roughly equal to that of the nozzle, 
and which lacks any secondary deposits outside of the disk. An example 
of such an ideal pattern is shown in Fig. 3. Such patterns are what is 
expected for typical impactor operation. But secondary deposits outside 
the disk have been observed; such patterns are often referred to as halos 
[28–30]. Oodo et al. [29] claimed that particle bounce was the cause of 
secondary deposits observed on uncoated glass slides; no secondary 
deposits were found on silicon grease coated glass slides for the same 
particles and impactor conditions. Soysal et al. [30] attributed second
ary deposits to the particles bouncing off the impaction plate directly 
below the nozzle (presumably any radial location less than or equal to 
the nozzle radius which they regarded as the “primary impaction zone”) 
by comparing the collection efficiency of the primary impaction zone to 
the overall collection efficiency of the plate for different particle sizes. 
Both Oodo et al. [29] and Soysal et al. [30] attribute the secondary 
deposit formation to particle bounce on the impaction plate directly 
below the nozzle followed by reimpaction and collection on the 
impaction plate at a radial location exceeding the nozzle radius. How
ever, neither author provides a physical mechanism explaining why 
particles bounce, re-impact, and deposit at an outer radial location or 
why particles bounce at radial locations less than the nozzle radius but 
don’t bounce upon reimpaction at radial locations exceeding the nozzle 
radius. 

Finally, though it is often implied that the disk has a uniform particle 
Fig. 1. Schematic of an inertial impactor. The nozzle diameter is W and the 
nozzle-to-plate distance is S. 
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surface density, this density can vary with radius, and it is possible that 
bounce affects this variation. Sethi & John [31] observed non uniform 
particle surface density for disk shaped deposits when impacting 3 μm 
ammonium fluorescein particles on petroleum jelly coated aluminum 
surfaces. The surface density was observed to be minimum at the nozzle 
axis, increasing towards the nozzle edge and reaching a maximum value 
before falling steeply at the edge of the disk. Such behavior is also seen in 
Fig. 3. The radial location for the peak particle surface density was 
observed to decrease with particle Stokes number 

Stk =
ρd2u
9μW

, (1)  

where ρ is the particle density, u is the nozzle exit velocity, d is the 
particle diameter, μ is the dynamic viscosity of air, and W is the nozzle 
diameter. The peak surface density moved from the nozzle edge for √ 
Stk = 0.5 to roughly 0.3 times the nozzle radius for √Stk = 1.6. Feng 
[32] performed particle trajectory simulations for a tapered nozzle with 
particle size ranging from 0.5 μm to 3 μm and S/W ranging from 0.5 to 4. 
Feng’s [32] simulations ignored particle bounce; particles were 
considered deposited as soon as the trajectory came to within one par
ticle radius of the surface. These simulations agreed with the experi
mental results of Sethi & John [31] in that the particle surface density is 
minimum at the nozzle axis and peaks towards the nozzle edge. How 
radial profiles of particle concentration are affected by bounce has not 
been explored. 

The experimental studies on particle bounce in impactors presented 
above present conclusions regarding particle bounce using the collection 
efficiencies obtained for different conditions [13,15,20,21,23] or by 
looking at the presence of secondary deposits or lack thereof [29,30]. 
The shortcoming of these approaches is that they fail to provide an 
understanding of the cause and underlying physics of particle bounce in 

impactors and how that bounce affects deposition pattern and overall 
collection efficiency. 

A goal of the present work is to place the study of particle bounce, 
particle deposition, and the resulting deposition patterns on a firmer 
physical footing. We do this using extant models for particle impaction 
on flat plates [33,34] which use an energy balance between the particle 
kinetic energy and the surface adhesion energy due to van der Waals 
forces to derive a critical particle velocity necessary for a particle to 
bounce off a flat surface [35]. The adhesion energy between a particle of 
a certain diameter and a flat surface at a fixed separation distance is 
directly proportional to the Hamaker constant (A) which is a function of 
macroscopic properties of both the interacting particle and the surface 
[36,37]. The recovered kinetic energy of the particle is directly pro
portional to the square of the coefficient of restitution (e) which is the 
ratio of normal rebound particle velocity to the normal incident particle 
velocity. Thus, the critical velocity for the particle to bounce can be 
obtained from the difference between the recovered kinetic energy of 
the particle and the adhesion energy between the particle and the sur
face. Via this approach, knowledge of A and e, allows simulation of a 
particle trajectory, and prediction of whether bounce occurs or not, as 
well as a tracking of any subsequent trajectory to determine the ultimate 
fate of the particle. 

Herein we hypothesize that with increase in relative humidity, par
ticles adsorb water on their surface which decreases the adhesion energy 
between the particles and a hydrophobic surface thereby increasing the 
likelihood of bounce. We demonstrate that (as expected) this is indeed 
the case by conducting experiments of hygroscopic particles impacting a 
hydrophobic surface for a range of relative humidities. The change in 
particle deposition patterns with relative humidity is less straightfor
ward. To explain it, we conduct particle trajectory simulations, itera
tively varying (A,e) until the simulations agree with the experiments. We 
show that the simulations give qualitatively the same deposition pat
terns as the experiment and explain how the multibounce character of 
the particle trajectories causes the resulting deposition patterns. 

2. Experimental method 

Fig. 4 is a schematic of the experimental setup used. Monodisperse 
particles, generated using a vibrating orifice aerosol generator (VOAG - 
TSI Model 3450) were introduced into an airstream and passed through 
a circular nozzle to create a particle laden jet. The jet was then directed 
at a glass slide that served as the impaction plate. Disodium fluorescein 
(DSF) particles of diameter d = 12.8 μm were used in this work. DSF is a 
water-soluble fluorescent dye having a density ρp = 1600 kg/m3 [38]. A 
DSF solution was made using a 25/75 (v/v) water/isopropyl alcohol 
solvent as opposed to the 50/50 (v/v) water/isopropyl alcohol solvent 
typically used [39] to have greater control over relative humidity; the 
lowered water content of the solvent reduced fluctuations of the relative 
humidity in the air flow. The DSF solution was pumped at a fixed flow 
rate of 30 ml/h into the VOAG using a syringe pump. The resulting 
monodisperse drops of DSF solution generated by the VOAG micro- 
orifice were flowed through a vertical drying column by dilution air. 
The dilution air consisted of house air having a relative humidity of 5% 

Fig. 2. Particle impaction possibilities: (a) the particle impacts and collects at the impaction point; (b) the particle bounces and is transported out of the impactor 
without collection; (c) the particle bounces upon impact and then deposits at another location. 

Fig. 3. Image of a standard impactor pattern. Here, the ratio of the nozzle-to- 
plate distance to the nozzle diameter S/W = 1, and the pattern diameter and 
nozzle diameter are 12.7 mm. The particle diameters here were 12.4 μm. 
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leading to evaporation of the isopropyl alcohol and water and leaving 
behind a monodisperse distribution of DSF particles. Charging of the 
resulting particles was minimized by passing the dilution air through a 
Kr-85 neutralizer (TSI Model 3077A). 

The particle diameter d was obtained from the equation: 

d = C1/3dd (2)  

where dd is the drop diameter and C is the concentration (v/v) of the DSF 
solution. The VOAG frequency necessary to generate the desired drop 
diameter was computed from: 

dd =

(
6Q
πf

)1/3

(3)  

where f is the frequency of the orifice and Q is the liquid feed rate. 
The dry monodisperse aerosol particles generated by the VOAG were 

carried by the dilution air through a nozzle consisting of three stages: an 
expansion plenum, a flow straightener, and the nozzle proper whose 
profile conformed to a fifth order polynomial, enabling generation of a 
uniform velocity profile at the nozzle exit according to the design of Bell 
& Mehta [40]. The nozzle inner profile decreased from a diameter of 
43.2 mm at the inlet to 12.7 mm at the exit while moving 32 mm along 
the nozzle axis. Since the nozzle profile was continuously curved, the 
throat length was zero and nozzle angle variable. The jet/nozzle diam
eter was W = 12.7 mm, and the nozzle orifice was surrounded by a flat 5 
mm flange which ran parallel to the impaction plate. The velocity at the 
nozzle exit was 8 m/s as measured by a TSI Velocicalc 9515 anemom
eter, giving 

̅̅̅̅̅̅̅
Stk

√
= 1.02 and a jet Reynolds number Re = 6920. The 

nozzle was vertically mounted on a micrometer traverse to provide a 
downward facing jet oriented normal to the impaction plate having 
controllable S/W, which was set to 0.1 for the experiments presented 
herein. This S/W is similar to those used in previous studies where 
secondary deposits were observed [28,29]. The S/W value chosen here, 
though smaller than the normal operation S/W ~ 1 for most impactors, 
has shown to produce particle size dependent deposition patterns which 
have a potential to improve sub-stage resolution in inertial impactors 
[39,41]. 

The impaction plates were 4″ x 3″ glass slides coated with a film of 
petroleum jelly. The coating process consisted of dipping the slides in a 

solution of petroleum jelly dissolved in heptane in a 1:10 (v/v) petro
leum jelly to heptane ratio. Upon extraction from the solution, excess 
solution was wicked from the edge of the slide and the slide was then 
placed flat under a fume hood for 30 min to dry. This process, originally 
due to Sethi & John [31], results in a uniform petroleum jelly coating. 
The glass slide was mounted on an optical lens holder which was fixed 
on an optics table and located directly beneath the nozzle. The aerosol 
impaction time for each run was 10 min which ensured significant 
particle deposition. The wettability of the petroleum jelly coated glass 
slide was quantified via the contact angle of water on the surface, which 
was 103◦ and therefore hydrophobic, as expected. The contact angle was 
measured by depositing a water drop on the coated glass slide and taking 
an image of the liquid/solid interface via a camera whose optical axis 
ran along the surface of the glass slide. The contact angle was measured 
from the image using the ImageJ software package. 

A range of relative humidities for the nozzle flow was obtained via 
the following procedure. House air having a relative humidity of 5% was 
passed through a conditioning chamber (see Fig. 4) containing beakers 
filled with water at a temperature of 99 ◦C. The air exiting the condi
tioning chamber flowed into the VOAG to carry the DSF particles to the 
nozzle. At the beginning of each run, relative humidity measurements of 
the flow were made at the nozzle exit using an EXTECH EA 25 hy
grometer. Once the measurements stabilized, the relative humidity was 
recorded, and the impaction plates placed under the nozzle to begin the 
experiment. The amount of water introduced in the conditioning 
chamber was increased to obtain higher relative humidities. Experi
ments were conducted for relative humidities ranging from 8% to 57%. 
Once particle impaction was concluded, the glass slides were removed 
and immediately imaged at 1× using a Canon Rebel T3i digital camera 
paired with a Canon EF-S 18-55 mm f/3.5–5.6 IS STM Lens. Another set 
of 1× images of the coated slides with no particle deposition were taken 
as reference. The 1× images of both the particle slides and the blank 
slides were then analyzed using an image processing routine written in 
the MATLAB programming environment. For both sets of images, the 
geometric center was identified, and then radial profiles were obtained 
via azimuthal averaging. The resulting radial profiles are referred to as Ip 
for the images of particle impaction and Ir for the reference or blank 
slides. The radial profiles presented here are the difference between the 
two: 

Fig. 4. Schematic of experimental setup. The part of the schematic which is circled in red is presented in the inset to show a more accurate representation of the S/W 
used. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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I = Ip − Ir (4) 

We assume that I is proportional to the particle surface density, a 
reasonable assumption for monodisperse particles as long as no more 
than one layer of particles accumulates during the course of an experi
ment, which is the case here. Hence the images and plots presented in 
the next section are of number of particles/area. 

3. Results 

Sample images are presented in Fig. 5 of the particle deposition 
patterns for three relative humidities. Hereinafter we refer to relative 
humidity via the variable ϕ with a range [0,1]. The figure reveals a 
decrease in overall particle deposition with ϕ. The disks are the primary 
deposits and have a diameter close to that of the nozzle. The surrounding 
deposits readily visible in Fig. 5(a) and Fig. 5(b) (and present, but not 
visible in Fig. 5(c)) are the secondary deposits which are located beyond 
the nozzle edge and are sometimes referred to as halos in the literature. 
The visual results are quantified in Fig. 6 which is a plot of image in
tensity I in arbitrary units versus normalized radius r/R where R is the 
nozzle radius (R =W/2 =6.35 mm) for ϕ = 0.08–0.57, all the cases 
considered here. To reduce clutter and clearly reveal the variation in 
radial particle surface distribution with ϕ, a scaled intensity Is (I scaled 
to the maximum value for the given ϕ) versus r/R plot is presented in 
Fig. 7 where four representative values of ϕ are included. To facilitate 
observation of the effect of humidity, the results plotted in Fig. 6 and 
Fig. 7 are arbitrarily partitioned into low ϕ (black) cases and high ϕ 
cases (blue), ϕ = 0.3 separating the two. The marker size of the black 
lines increases with ϕ from 0 to 0.3. Separately, the marker size of the 
blue lines increases with ϕ from 0.3 to 0.57. A sample image of deposited 
DSF particles under a scanning electron microscope (SEM) is shown in 
Fig. 8 to show the morphology of the deposited particles. The image 
shows that the deposited particles retain their shape and have sufficient 
inter particle distance which agrees with our assumption of mono layer 
particle deposition on the substrate. 

The radial profiles presented in Fig. 6 reveal a decrease in I with ϕ at 
virtually every radial location, demonstrating that, as expected, as the 
particles contain more moisture, fewer deposit on the hygroscopic sur
face used here. This is further quantified in Fig. 9 which is a plot of the 
area under each of the radial intensity plots presented in Fig. 6, E, versus 
ϕ. This area, E, is proportional to the number or particles collected and 
thus Fig. 9 shows that the collection efficiency decreases with ϕ for these 
hygroscopic particles on this hydrophobic surface. It is assumed that all 
particles generated by the VOAG exit the nozzle and thus the same 
number of particles exited the nozzle for all the experiments conducted. 

In every plot shown in Fig. 6 we see an increase in particle surface 
density with radius when moving from the nozzle axis to just inside the 
nozzle edge, where the peak density occurs. The particle surface density 
then falls steeply with radius before increasing again outside the nozzle 
edge, forming a second peak. To clearly distinguish the secondary 

deposit from the primary deposit, we classify any particle deposit within 
the nozzle edge, i.e., r/R < 1 as the primary deposit while any particle 
deposition beyond the nozzle edge, i.e., r/R > 1 as the secondary de
posit. Particle collection in both the primary and secondary region de
creases with ϕ, though more so for the secondary deposits than the 
primary. Fig. 7 shows that the maximum particle surface density occurs 
near the nozzle edge r/R ~ 1, and at essentially the same radial location 
for all ϕ. 

The two peaks, one just inside the nozzle edge, i.e. r/R <1, and the 
other outside the nozzle edge, r/R >1 are referred to as the primary and 
secondary peaks, r1 and r2, respectively, and made dimensionless as 
R1 = r1/R and R2 = r2/R. These are plotted against ϕ in Fig. 10, showing 
very little variation in these peak locations with relative humidity, 
except for a small decrease in the secondary peak location at the highest 
relative humidities. 

4. Discussion 

The first goal of this research was relatively straightforward: to 
demonstrate, through particle impaction experiments, that adhesion of 
hygroscopic particles with a hydrophobic surface will decrease with 

Fig. 5. Sample images of the deposition pattern for relative humidity ϕ of (a) 0.09, (b) 0.22, and (c) 0.57.  

Fig. 6. Intensity I versus normalized radial location, r/R for all ϕ explored in 
these experiments. The black lines denote low ϕ cases (ϕ < 0.3). The marker 
size of the black lines increases as ϕ increases from 0 to 0.3. The blue lines 
denote high ϕ cases (ϕ > 0.3). The marker size of the blue lines increases as ϕ 
increases from 0.3 to 0.57. (For interpretation of the references to colour in this 
figure legend, the reader is referred to the web version of this article.) 
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relative humidity, thereby leading to a decrease in particle collection. As 
shown qualitatively in Fig. 5 and in Fig. 9, the number of particles 
collected on the petroleum jelly coated substrate decreases with ϕ, 
showing that this is indeed the case. 

The second goal of this research was more challenging, namely, to 
explain the change in particle deposition pattern, specifically the for
mation of secondary deposits and the change in these deposits that oc
curs with changes in ϕ. The experiments presented here reveal this 
change in deposition pattern and can be observed in Fig. 5 through Fig. 

7. However, the mechanism responsible for these patterns in terms of 
bounce or the lack thereof cannot be elucidated from the experimental 
results given our inability to actually visualize the particle impact phe
nomena. Indeed, even the reduction in particle deposition with ϕ cannot 
be explained in terms of any effect that particle bounce might have on 
this observation for this same reason. Accordingly, here we resort to 
particle trajectory simulations to determine if particle bounce occurs, to 
what degree it occurs, and if/how it may explain the secondary deposits 
that are observed. These trajectories are based on a model for particle 
bounce tailored to the experimental conditions used in this research. 

For these simulations, the flow field was first computed in Fluent 
assuming axisymmetry and using the exact dimensions of the nozzle 
employed in the experiments, including the internal contours and the 

Fig. 7. Scaled intensity Is versus r/R for ϕ of 0.09, 0.22, 0.39 and 0.57. The 
black lines denote low ϕ (ϕ < 0.3) and the blue lines denote high ϕ (ϕ > 0.3). 
The marker size of the black lines increases as ϕ increases from 0 to 0.3. The 
marker size of the blue lines increases as ϕ increases from 0.3 to 0.57. (For 
interpretation of the references to colour in this figure legend, the reader is 
referred to the web version of this article.) 

Fig. 8. A sample image of deposited disodium fluorescein (DSF) particles for ϕ = 0.09 case under a scanning electron microscope (SEM). The image is captured at 
500× zoom using a HITACH Regulus 8250 SEM. 

Fig. 9. Area under intensity plots E versus relative humidity ϕ.  
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external structure, i.e. the flat flange on the face and the angle of the 
external face of the nozzle outside of the flange area (See Fig. 4). A 
multizone quadrilateral and triangular mesh was used. The mesh ele
ments were ∼ 1 μm in size along the impaction plate and increased 
axially as the nozzle inlet was approached. No mesh element was larger 
than 30 μm. The inlet plane was set as ‘velocity inlet’ with 0.68 m/s axial 
velocity and no radial velocity, the oultlet plane was set as ‘outflow’, the 
impaction plate and the nozzle contour were set as ‘wall’ and the nozzle 
axis was set as ‘axis’. A steady state pressure based solver along with 
viscous-laminar model was employed to compute the flow field. Once 
the flow field was computed, trajectories were obtained for particles 
having the same diameter as those used in the experiments. These tra
jectories began at the nozzle inlet. The force acting on each particle is 
F = Fd + Fg, where Fd is the drag force, and Fg is the gravitational force 
where: 

Fd =
3πμVrd

Cc
(5)  

where μ is the absolute viscosity of air, Vr = V − Vp, the particle velocity 
relative to the local flow velocity, and Cc is the Cunningham correction 
factor which should be assumed for particle <10 μm for accuracy [35]: 

Cc = 1+
λ
d

[

2.51+ 0.80exp
(

− 0.55
d
λ

)]

(6)  

where λ is the mean free path of air. The gravitational force is: 

Fg = mg (7)  

where m is the particle mass and g is the gravitational acceleration. The 
particle velocity was updated at each time step by integrating: 

m
dVp

dt
= Fd +Fg (8)  

to give: 

Vp(i+ 1) = Vp(i)+
(
Fd + Fg

)
(Δt)

m
(9) 

A time step Δt = 10− 6 s was used. For all simulations, the jet flow rate 
and S/W was the same as for the experiments. 

Once the particle center is within one half diameter of the impactor 
plate, it can either stop and deposit or bounce based on its interaction 

with the surface and its incident velocity. The criterion for particle 
bounce was based on the energy balance model for a particle impacting a 
solid surface given by Dahneke [33] which states that particle rebound 
occurs when the recovered normal direction kinetic energy of the par
ticle at contact is greater than the adhesion energy of the surface. The 
model assumes that: (i) the tangential kinetic energy of the particle is 
conserved, (ii) the particles are perfectly smooth, solid, and non-rotating 
spheres, and (iii) the impacted surface is perfectly smooth and solid. The 
resulting energy balance is: 

Ek,n,r = e2Ek,n,i −
(
1 − e2)Ea (10)  

where Ek,n,r is the normal direction rebound kinetic energy of the par
ticle, Ek,n,i is the normal direction incident kinetic energy of the particle, 
Ea is the adhesion energy of the surface, and e is the coeficient of 
restitution which is the ratio of normal rebound velocity of the particle 
(vn,r) to the normal incident velocity of the particle (vn,i). The adhesion 
energy is expressed as [36,42,43]: 

Ea =
Ad

12z0
(11)  

where A is the Hamaker constant and z0 is the equilibrium separation 
distance of two spheres assumed to be 0.2 nm (Israelachvili Error! Refer

ence source not found.Error! Reference source not found.1992). Combining Eqs. 
(10) and (11) gives: 

Ek,n,r = e21
2

mvn,i
2 −

(
1 − e2) Ad

12z0
(12) 

The limiting condition for particle bounce is obtained by setting Ek,n,r 

in Eq. (12) to zero, giving the critical velocity vc, which is the normal 
incident velocity of the particle above which particle bounce occurs and 
below which particle deposition occurs: 

vc =

(
(1 − e2)Ad

6mz0e2

)1/2

(13) 

For fixed values of A and e, a critical normal velocity is obtained at 
each impact location which is compared to the particle normal velocity. 
Deposition occurs if the particle normal velocity is less than vc, and the 
simulation for that particular particle is terminated. If the particle 
normal velocity exceeds vc, the particle rebounds with a normal velocity 
equal to: 

vn,r =

(

e2 −
(
1 − e2) Ad

6z0mvn,i
2

)1/2

vn,i (14) 

This resulting rebound velocity (using the conserved tangential ve
locity to complete this vector) is used in Eq. (9) and computation of the 
particle trajectory is continued. At each intersection of particle trajec
tory with the impaction surface, a check for bounce is performed until 
the particle either deposits or exits the domain. Once all the deposition 
locations are obtained, they are binned and a scaled surface density Ns =

N/Nm versus r/R plot is obtained, where N is the number of particles per 
unit area on the impaction surface and Nm is the maximum particle 
surface density for a given ϕ. Scaled in this way, these plots can be 
compared to the scaled experimental plots shown in Fig. 7. Out of the 
twenty relative humidities explored in the experiments, six were chosen 
for simulation: ϕ = 0.09, 0.17, 0.22, 0.29, 0.39, and 0.57. 

For the disodium fluorescein particles and petroleum jelly covered 
surface considered here, values of A and e were unavailable. These 
values were obtained by iteratively varying (A,e) until the resulting plot 
of Ns versus r/R agreed with the experimental Is versus r/R plot for each 
of these six ϕ. This search for (A, e) began by exploring the parameter 
space for A ranging from 1 × 10− 21J to 1 × 10− 15J while e ranged from 
0 to 1. The typical range of A for inorganic salts is 1 × 10− 21J to 1 ×

10− 19J [44] but a wider range is explored in these simulations to ensure 
that an accurate value for A is obtained. For each (A, e) 2151 particle 

Fig. 10. Dimensionless primary peak radial location, R1 and secondary peak 
radial location, R2 normalized to the nozzle radius versus ϕ. 
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trajectories were simulated. The trajectory starting points were placed at 
equal separation of 0.01 mm from each other at the nozzle inlet starting 
at r = 0.1 mm and moving radially outward towards the nozzle wall. At 
each (A, e) an Ns versus r/R plot was obtained, and four characteristics 
were obtained: primary peak location (R1), secondary peak location 
(R2), center height (S0) and secondary peak height (S2). These were 
compared to the corresponding values of the experimental intensity 
plots for the six ϕ explored as shown in Fig. 11. The degree of agreement 
between the simulation and experiment for each (A,e) was quantified by 
taking the sum of the square of the differences of the four characteristic 
values: 

S =
(
R1 − R1,s

)2
+
(
R2 − R2,s

)2
+
(
S0 − S0,s

)2
+
(
S2 − S2,s

)2 (15) 

Where the subscript “s” denotes the value for the simulation. 
Once all S values were computed for a broad (A, e) matrix a surface 

plot of A, e, S was plotted and the minima identified as shown in Fig. 12. 
Fig. 12 shows a surface plot for the broad A, e matrix for the ϕ = 0.09 
case. The process was then repeated for an (A, e) region around the 
minimum and with smaller increments of A and e, specifically 1 ×

10− 20J for A, and 0.001 for e. Following the process for computingting S 
for the smallest increments of A and e, 1 × 10− 20J and 0.001 respec
tively, the value of (A,e) at the minimum S was taken as the actual (A,e) 
for that ϕ. Confidence that the minimum in S is global is obtained from 
the very large range of A explored and that the complete range of 
possible e is explored. 

The resulting (A, e) are presented in Table 1 which shows that A 
decreases with ϕ which is expected because A is the measure of attrac
tion of particle to the surface, and the surface is hydrophobic. On the 
other hand, e is essentially constant for ϕ = 0.09 to 0.29 but increases 
with ϕ from 0.29 to 0.57. This can be explained by the particle formation 
characteristics. When generating solid particles using a VOAG, perfectly 
spherical particles are usually obtained by using a solution of the solute 
with 50/50 (v/v) water/isopropyl alcohol solvent [45]. As noted earlier, 
a 25/75 (v/v) water/isopropyl alcohol solvent was used in the current 
experiments; the lower water content reduced fluctuations of ϕ in the 
flow. However, the greater alcohol content in the solution speeds the 
drying of the drop generated by the aerosol generator causing the for
mation of solid at the surface before the core is fully evaporated. When 
the core finally evaporates, the cell collapses or shrinks forming 

asperities on the particle surface [46]. It is known that e decreases with 
surface roughness due to plastic deformation of the asperities of the 
particle during particle impaction [47–50]. At low ϕ, this effect is 
maximized since the evaporation rate will be greatest, explaining the 
low value of e in Table 1 at low ϕ as well as the rise in e at high ϕ. 

The resulting scaled particle surface density radial profiles for ϕ =
0.09, 0.22, 0.39 and 0.57 are presented in Figs. 13, 14, 15 and 16 along 

Fig. 11. Plot of Ns versus r/R comparing the experiment and simulation using 
four characteristics: primary peak location (R1), secondary peak location (R2), 
center height (S0) and secondary peak height (S2). The subscript “s” refers to 
the simulations. 

Fig. 12. Surface plot of S versus (A, e) for ϕ = 0.09. Broad case.  

Table 1 
Hamaker constant A, coefficient of restitution e, and the critical velocity for 
bounce vc for the six ϕ values considered in the energy analysis.  

ϕ A (J) e vc (m/s)

0.09 2.6× 10− 19 0.11 0.36 
0.17 2.4× 10− 19 0.11 0.34 
0.22 1× 10− 19 0.10 0.25 
0.29 6× 10− 20 0.09 0.21 
0.39 4× 10− 20 0.14 0.11 
0.57 1× 10− 20 0.31 0.02  

Fig. 13. Plot of Ns versus r/R for ϕ = 0.09. The solid black line is the experi
mental scaled particle surface density plot. The dashed black line is the scaled 
particle surface density obtained from the simulations. 
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with their experimental counterparts. These four were chosen from the 
six presented in Table 1 as representative of the range explored. These 
figures show that the scaled particle surface densities agree with the 
experimental results reasonably well, though not perfectly. Part of the 
reason for the differences is likely due to the constant value of e which 
was considered for the simulation for a given ϕ. The literature suggests 
that e can be a function of the angle of incidence of impact [51,52] which 
are not constant for all trajectories considered in the simulations used in 
this paper. A sample case where e varies with angle of incidence 
(Tabhoff and Malak,1987) and A is held constant at 2.6× 10− 19J was 
performed for the ϕ = 0.09 case, is shown in Fig. 17. Note here that the 
angle of incidence refers to the angle made by the particle trajectory 
with the impaction surface. The e versus angle of incidence function 
used in Fig. 17 was obtained by curve fitting normalized e versus angle 

of incidence data from Tabhoff and Malak [53] for 15 μm fly ash par
ticles targeting steel plates. The normalized curve fit function was then 
multiplied by the value of e obtained from our simulation for ϕ = 0.09 
(e=0.11) to obtain the e versus angle of incidence function. It is noted 
that by incorporating variation of e with angle of incidence in Fig. 17, 
the peaks R1,s and R2,s are closer to their experimental counterparts, 
compared to Fig. 13. This notwithstanding, we did not incorporate this 
functionality herein because we do not have information on the actual 
functional form that should hold for our fluorescein/petroleum jelly 
system. 

Even with a fixed e the simulations reveal the same trends as in the 
experiments, namely greater particle surface density near the nozzle 
edge than at the nozzle axis for the primary deposit for all ϕ and a 

Fig. 14. Plot of Ns vs r/R for ϕ = 0.22. The solid black line is the experimental 
scaled particle surface density. The dashed black line is the scaled particle 
surface density obtained from the simulations. 

Fig. 15. Plot of Ns vs r/R for ϕ = 0.39. The solid black line is the experimental 
scaled particle surface density. The dashed black line is the scaled particle 
surface density obtained from the simulations. 

Fig. 16. Plot of Ns versus r/R for ϕ = 0.57. The solid black line is the experi
mental scaled particle surface density. The dashed black line is the scaled 
particle surface density obtained from the simulations. 

Fig. 17. Plot of Ns versus r/R for ϕ = 0.09 using a variable e for the simula
tions. The solid black line is the experimental scaled particle surface density 
plot. The dashed black line is the scaled particle surface density obtained from 
the simulations. 
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decrease in the particle surface density at the center with increasing ϕ. 
The simulations also replicate the decrease in particle surface density of 
secondary deposits as ϕ increases from 0.09 to 0.57. The location of the 
peak surface density in the primary and secondary deposits is imper
fectly predicted by the simulations, again, probably due to deviations of 
the assumptions from the actual case. 

Fig. 18 is a plot of N (the unscaled surface density) versus r/R ob
tained from the particle trajectory simulations for ϕ = 0.09, 0.22, 0.39, 
and 0.57 showing that the overall particle collection decreases with ϕ. 
This agrees qualitatively with the experimental results where E, the area 
under the intensity plots, decreases with ϕ, as shown in Fig. 9. 

We now use the particle trajectories obtained in the simulations to 
explain the salient features of the experimental results. Specifically, we 
explain (i) why there is a primary and a secondary peak, (ii) why both 
peaks decrease with increasing ϕ (Fig. 6), (iii) why the radial location of 
both peaks is essentially a constant, independent of ϕ, and (iv) why the 
secondary peak decreases with ϕ more rapidly than the primary peak 
(Fig. 7). This last point is especially important, since it concerns, at least 
with regard to variable relative humidity, why secondary patterns (i.e., 
halos) are sometimes present and sometimes absent. 

The primary peak observed in the experiments and simulations can 
be thought of as a reduction in spacing between deposit locations at the 
impaction surface near r/R=1 compared to other radial locations, of the 
trajectories that start out uniformly spaced at the nozzle inlet. The ul
timate cause of this reduction in spacing can be traced to an increase in 
z-direction fluid velocity with r under the nozzle, combined with what 
happens to particles after they bounce. Fig. 19 is a plot of the z-direction 
fluid velocity − vz versus axial location z for 10 different radial locations 
r/R=0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9 and 1 showing that, for all z, 
− vz increases with r until just before r/R=1. Hence, as particle trajec
tories move radially outward, there is a growing downward flow ve
locity that acts to force particle trajectories downward, a tendency that 
peaks just before r/R~1. Of course, this only suggests that trajectories 
are more likely to impact the plate at larger r/R, but does not speak to 
whether those particle impacts will result in a deposition event. So, in 
combination with the z-direction velocity, we must now also consider 
bounce. 

Fig. 20 reveals how both bounce and the characteristsics of the 
z-direction component of velocity combine to create the primary peak. 

This figure presents particle trajectories for starting locations at the 
nozzle inlet ranging from close to the nozzle axis out to near the pe
riphery. Note that only trajectories starting relatively close to the axis 
are presented in Fig. 20 to focus on the primary peak. The figure shows 
that particle deposition near the primary peak is due to particle trajec
tories that begin close to the axis, that bounce, and that then deposit 
some radial distance outward. The post-bounce radial distance that 
these particles travel decreases with the starting radial location. This is 
seen in the reduction with r in the separation of the deposition locations 
(the reduction in the distance between the blue dots) in Fig. 20. This 
reduction in the radial distance between deposition locations with r is 
caused by, as Fig. 19 shows, the increase in downward velocity with r. 
Stated another way, particles that start out at progressively larger radial 
locations will travel a shorter post-bounce radial distance because they 
are more effectively forced downward by the z-direction velocity. The 
reduction in separation between deposition locations manifests itself as 
a peak in particle number density at locations near r/R~1. This is less 
readily seen in Fig. 20(a) where ϕ is small. But this too agrees with both 
the experiments and simulations which show a peak near the nozzle 
periphery for small ϕ, but a peak that differs only a little from the par
ticle concentration towards the nozzle center. In contrast, as shown in 
Fig. 20(d), the change in separation distance is more obvious at high ϕ, 
which again agrees with the experimental results and simulations which 
show a primary peak whose intensity is significantly different from that 
found towards the center when the humidity is high. 

The above explanation necessitates a discussion of why, in the first 
place, all of the particle trajectories that result in deposition at or near 
the primary peak first bounce without depositing, as well as why at their 
subsequent impacts they stick. This is an important point because par
ticles will bounce when their downward velocity exceeds the critical 
velocity (Eq. (13)). Hence, one might incorrectly presume that the large 
downward velocity that the trajectories experience after their first 
bounce would cause the particles to bounce yet again. The key to un
derstanding this is to note that particle trajectories prior to their first 
bounce, impact the surface at close to normal incidence. Thus, their 
z-direction velocity is greater than critical and they bounce. However, 
after the impact and bounce, some of the kinetic energy of these particles 
is lost. Moreover, though these trajectories are now moving into a region 
with progressively higher downward velocity, it must be noted that the 
direction of the trajectory must first be reversed from its intially upward 

Fig. 18. Plot of N versus r/R obtained from the particle trajectory simulations 
for ϕ = 0.09, 0.22, 0.39, and 0.57 showing that the overall particle collection 
decreases with ϕ. Specifically, out of 2151 particle trajectories, 1223 deposited 
for ϕ = 0.09, 1019 for ϕ = 0.22, 690 ϕ = 0.39 for and 330 for ϕ = 0.57. 

Fig. 19. Axial flow velocity -vz versus axial location z under the nozzle (z =
0 to1.27 mm) for 10 different radial locations r/R = 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 
0.7, 0.8, 0.9 and 1. 
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direction, before it can be accelerated back downward. Finally, at its 
second or third impact, where depostion occurs, the angle of incidence is 
farther from normal incidence, resulting in a lower z-direction impact 
velocity. These three effects reduce the z-direction velocity so that 
deposition can occur. 

The primary peaks observed in both simulations and experiments are 
asymmetrical; on the right side of the primary peak, the intensity drops 
off dramatically and far less on the left. The reason for this is that, as 
shown in Fig. 20, there is a band of non depositing trajectories (red) with 
starting radial locations larger than those which result in deposition 
(black). These red trajectories result in particle bounce at their first 
impact, for the same reasons as the black trajectories. However, as they 
rise upward and move radially outward, they enter a region of (r, z) 
space where the z-direction velocity is quite large, as shown in Fig. 19, 
far larger than is the case for their black counterparts. Hence, in this 
case, though again the velocity field must first reverse the upward di
rection of the particle, the acceleration of the particle downward, once it 
does change direction is sufficiently large that it exceeds the critical 
velocity, and the particle bounces again, after which it travels out of the 
domain. This results in virtually no deposition at all just to the right of 
the peak near r/R=1 making the particle surface density on the right 
hand side of the primary peak drop precipitously with r, as is seen in the 

experiments and simulations. The same behavior is observed for high ϕ 
cases as well wherein the innermost trajectories form the primary peak 
and are then followed by a band of non-depositing trajectories. 

Careful observation of the low ϕ (ϕ = 0.09 to 0.29) and high ϕ (ϕ =
0.29 to 0.57) cases presented in Fig. 20(a) and (b) and Fig. 20(c) and (d), 
respectively shows that, though the physics that cause the primary peak 
are the same, the behavior is slightly different. Specifically, for the high 
ϕ cases, the rebound of particle trajectories after bounce is higher, 
achieving a maximum height higher than that for the low ϕ cases. This is 
as expected. As noted above, e increases with ϕ for ϕ > 0.3 which means 
the upward velocity after a bounce will be higher in (c) and (d) than in 
(a), as is the case. Also, for the black trajectories in Fig. 20(c) and (d), the 
particles bounce twice before depositing. However, both the first and 
second bounce occur at a radial location less than the radial location of 
the second bounce for the red trajectories. Hence, the physics are the 
same. In other words, for the inner (black) trajectories, the downward 
fluid velocity is lower because it increases with r, while for the outer 
(red) trajectories, the downward fluid velocity is larger, sufficient to 
accelerate the particle to a velocity greater than critical and causing the 
particle to keep bouncing until it leaves the domain. 

The secondary peak observed in the simulations and experiments is 
due to the same physics that produce the primary peak and can be best 

Fig. 20. Particle trajectories for: (a) ϕ = 0.09, (b) ϕ = 0.22, (c) ϕ = 0.39, and (d) ϕ = 0.57. For all (a), (b), (c) and (d), 32 trajectories are shown which start at equal 
separation of 0.5 mm from each other at the nozzle inlet starting at r=0.5 mm and moving radially outward. The trajectories in black (solid) are the ones which 
deposit while the trajectories in red (dashed) are the ones which fail to deposit. The y-axis is logarithmic to more clearly show the trajectories during particle bounce. 
The thick gray line is the nozzle inner surface; The blue dots represent the final particle deposition locations for the trajectories that deposit. (For interpretation of the 
references to colour in this figure legend, the reader is referred to the web version of this article.) 
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understood by reference to Fig. 21. This figure presents trajectories 
whose starting points begin at radial locations that begin where the 
starting points of those trajectories presented in Fig. 20 left off for ϕ =
0.09 and 0.22. As Fig. 21 shows, these trajectories begin as red trajec
tories, trajectories that bounce twice, do not deposit, and leave the 
domain for the same reason as the red trajectories in Fig. 20. For these 
red trajectories, the first bounce is simply due to the z-direction particle 
velocity being larger than critical due to the close to normal incidence 
angle, while the second is due to the fact that the particle is exposed to 
an (r, z) location where the downward fluid velocity is quite high; in 
particular, the post-bounce trajectories reach their apex at r/R from 0.5 
to 0.9 where the z-direction velocity is particularly large. This explains 
the large impact velocity and the second bounce. Now, as the starting 
location continues to move radially outward, close to the very edge of 
the nozzle inlet, the peak location of the post-bounce trajectory enters a 
region of r/R that ranges from slightly less than one to slightly greater 
than one. As shown in Fig. 22, in this region, the z-direction velocity 
drops significantly when compared to radial locations just inboard of 
this region. This results in a lower z-direction impact velocity for the 
particle, one that is lower than the critical velocity, resulting in depo
sition. This deposition occurs outside of the nozzle periphery i.e. r/R>1 
due to the larger radial starting location. Comparing the ϕ = 0.22 case to 
the ϕ = 0.09 case in Fig. 21, since the critical velocity is lower for high ϕ 
than low ϕ, more trajectories bounce twice and leave the system for high 
ϕ, resulting in fewer secondary deposits. No plots are presented in 
Fig. 21 for ϕ = 0.39 and ϕ = 0.57 because no secondary deposits occur 
for these cases, in agreement with the experiments (see Fig. 15 and Fig. 
16). This is because the coefficient of restitution for ϕ = 0.39 and ϕ =
0.57 are higher than for ϕ = 0.09 and ϕ = 0.22 and the critical velocity 
lower than for ϕ = 0.09 and ϕ = 0.22. Consequently trajectories starting 
at outer radial locations which impact outside of the nozzle periphery i. 
e. r/R>1 impact at high incident velocity and bounce again, thereby 
leaving the domain. 

Next, we explain the decrease in both the primary and secondary 
peaks with ϕ. This decrease manifests itself in the plots presented in 
Fig. 20 as a reduction in the number of black trajectories as ϕ increases 
from (a) to (d), and similarly from (a) to (b) in Fig. 21. In all of these 
plots, the spacing in starting locations is identical, and hence fewer black 
trajectories imply fewer particles depositing at the relevant peak loca
tion (the primary peak for Fig. 20 and the secondary peak for Fig. 21). 
The cause for this is the fact that two things change as ϕ increases. First, 

the critical velocity decreases. This can be seen in Eq. (13) which shows 
that the critical velocity vc scales with A/e2, which despite the squaring 
of e, is actually dominated by A here, due to the very large change in the 
Hamaker constant with humidity compared to the smaller change in e, 
as shown earlier. So, as ϕ increases, A drops and with it vc as shown in 
Table 1. The decrease in vc with ϕ causes fewer trajectories to deposit as 
primary and secondary deposits. 

Secondly, for the higher ϕ region, e increases with ϕ. As noted above, 
this does not significantly affect vc. But the increase in e with ϕ results in 
a higher apex in the particle trajectory after bounce for high ϕ than low 
ϕ. For the case of the primary peak, we refer to Fig. 20 where in part (a) 
we see sixteen black trajectories, in (b) fourteen, in (c) twelve and in (d) 
only six. As we move radially outward from the inner most trajectory in 
(c) and (d), what is happening is that because this is the higher ϕ case, e 
is large and hence the peak axial height reached by the particle after 
bounce is higher than that for (a) and (b). As the axial flow velocity, at a 

Fig. 21. Particle trajectories for: (a) ϕ = 0.09 and (b) ϕ = 0.22. For both (a) and (b), 25 trajectories are shown which start at equal separation of 0.5 mm from each 
other at the nozzle inlet starting at r=8.5 mm and moving radially outward. For both (a) and (b), the trajectories in black (solid) are the ones which deposit while the 
trajectories in red (dashed) are the ones which fail to deposit. The y-axis is logarithmic to more clearly show the trajectories during particle bounce. The thick gray 
line is the nozzle inner surface. The blue dots represent the final particle deposition locations for the trajectories that deposit. (For interpretation of the references to 
colour in this figure legend, the reader is referred to the web version of this article.) 

Fig. 22. Axial flow velocity − vz versus axial location z under the nozzle z=0 to 
z=1.27 mm for 7 different radial locations r/R=0.9, 1, 1.1, 1.2, 1.3, 1.4 and 1.5. 
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given r, increases with z as shown in Fig. 19, the normal velocity of the 
particle at the second impact is higher for high ϕ than for low ϕ. This 
implies a greater chance for bounce for high ϕ and leads to a second 
particle bounce for high ϕ. Due to particles bouncing a second time in (c) 
and (d), more particle trajectories are exposed to an (r,z) location where 
the downward fluid velocity is quite high causing them to bounce, yet 
again, and eventually leave the domain. The limiting starting location at 
the inlet, of trajectories which deposit to form primary deposits, move 
further towards the nozzle axis with increasing ϕ, and this causes a 
decrease in the number of black trajectories in (c) and (d). For the case of 
the secondary peak, we refer to Fig. 22 where in part (a) we see nine 
black trajectories and in (b) only five. The same physics presented above 
is valid for the decrease in the secondary peak for (b) as compared to (a) 
which is the decrease in critical velocity as change in e is negligible as ϕ 
increases from 0.09 to 0.22. 

The reason that the radial location of the primary and secondary 
peak is essentially a constant in the experiments and simulations pre
sented here is because of the opposing effects of A and e on the particle 
bounce characteristics and hence the peak location. A decrease in A 
causes a decrease in the critical velocity due to which, for constant e, a 
greater number of trajectories which impact the region of r/R~1 bounce 
again and leave the system due to the high axial velocity of the flow near 
r/R~1. Hence, for a constant value of e, as A decreases the primary peak 
moves radially inward and the secondary peak moves radially outward 
since the particle normal impact velocity vn peaks near r/R~1. This is 
shown in Fig. 23 where vn at the second impact is plotted versus the 
impact location for two different values of A, A1 and A2, where A1>A2 
and constant e. In these two cases, all trajectories, after leaving the 
nozzle exit, bounced on the first impact due to particles impacting at 
near normal incidence. We see that vn reaches its peak near r/R~1. Also, 
as e is the same for both cases, vn at the second impact and the second 
impact location remains close to same for both the cases shown in 
Fig. 23. Hence, the primary and secondary peak location depends on the 
fate of the trajectories at the second impact. Since vc,1> vc,2, more tra
jectories will bounce after the second impact, in the periphery of r/R~1, 
for A2 compared to A1. In other words, as A decreases (ϕ increases), the 
primary peak is whittled away from the right, while secondary peak is 

whittled away from the left viz. the primary peak moves radially inward 
while the secondary peak moves radially outward. 

At the same time, the decrease in e with ϕ in the lower ϕ region (ϕ =
0.09 to 0.29) causes the particle to lose greater kinetic energy in the 
normal direction due to which the normal impact velocity after the first 
bounce decreases. As mentioned earlier, the critical velocity vc scales 
with A

e2, which despite the squaring of e, is dominated by A here, due to 
the very large change in the Hamaker constant A with ϕ compared to the 
smaller change in e. Hence, for a constant value of A, vc is essentially 
constant. Hence, as e decreases, the normal velocities of the trajectories 
after bounce decreases, causing more trajectories which impact in the 
periphery of r/R~1 to deposit on account of these reduced normal 
impact velocities. Thus, the primary peak moves radially outward away 
from the nozzle axis, while the secondary peak moves radially inward. 
This is shown in Fig. 24 where vn at the second impact is plotted versus 
the impact location for e1 and e2 where e1>e2 and constant A. In these 
two cases, all trajectories, after leaving the nozzle exit, bounced on the 
first impact. We see that for both cases, vn peaks near r/R ~ 1. But vn is 
lower at all radial locations for e2 compared to e1 due to greater loss of 
normal kinetic energy at the first impact for e2 as compared to e1. Since 
vc is essentially the same for both cases fewer trajectories will bounce 
after the second impact, in the periphery of r/R~1, for e2 compared to 
e1. Thus, as e decreases (ϕ increases), for constant vc, the primary and 
secondary peaks move towards each other as the primary peak moves 
radially outward while the secondary peak moves radially inward. 

To summarize, a decrease in A (increase in ϕ), with constant e causes 
increase in the trajectories that fail to deposit between the depositing 
black trajectories depicted in Fig. 20 and Fig. 21 causing the primary and 
secondary peaks to move away from one another. At the same time, a 
decrease in e (increase in ϕ), with constant A results in a decrease in the 
non depositing trajectories between the depositing black trajectories 
depicted in Fig. 20 and Fig. 21 and the primary and secondary peak 
move closer to each other. Thus the effect of a decrease in A on the 
location of the primary and secondary peaks cancels the effect of a 
decrease in e on the location of the primary and secondary peaks, at least 
for the range of ϕ = 0.09 to 0.29. 

Fig. 23. Normal impact velocity vn at the second impact versus the impact 
location for two sets of 20 equally spaced trajectories 1 mm apart starting at 
r=1 mm corresponding to two different A values, A1 and A2 where A1>A2 and 
constant e. The red dashed line shows the critical velocity vc,1 for the first case 
while the blue dashed line shows the critical velocity vc,2 for the second case. 
(For interpretation of the references to colour in this figure legend, the reader is 
referred to the web version of this article.) 

Fig. 24. Normal impact velocity vn at the second impact versus the impact 
location for two sets of 20 equally spaced trajectories 1 mm apart starting at 
r=1 mm corresponding to two different e values, e1 and e2 where e1>e2 and 
constant A. The red dashed line shows the critical velocity vc,1 for the first case 
while the blue dashed line shows the critical velocity vc,2 for the second case. 
(For interpretation of the references to colour in this figure legend, the reader is 
referred to the web version of this article.) 
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Applying the mechanism described above for the high ϕ region 
where ϕ = 0.30–0.57, and e increases with ϕ, the peaks will not move 
closer to each other with decreasing e as was the case in the low ϕ region. 
This prevents us from explaining the insensitivity of positions of the 
peaks to ϕ in the high ϕ region. However, the characteristics of the 
particle trajetcories differ in the high ϕ region. Specifically, the particle 
trajectories bounce more than twice, losing kinetic energy at each 
bounce and consequently bouncing to a lower apex after each bounce. 
While the trajectores whose starting location is radially outward leave 
the domain after two bounces, the particle trajectories which start very 
close to the nozzle axis, after the second bounce reach the apex at radial 
locations which are still well within the nozzle edge r/R~1. The apex of 
these trajectories after the second bounce is lower than the apex of the 
same trajectories after the first bounce and hence they resemble the 
trajectories for low e cases (low ϕ) wherein they interact with low axial 
velocity flows and also deposit within the nozzle edge. Hence, for high ϕ 
region cases, as A decreases (increase in ϕ), its effect of moving the 
primary peak inward is negated by the innermost particle trajectories 
which bounce twice and deposit and behave similar to trajectories with 
low e. Thus the primary peak location remains constant for the high ϕ 
region cases as well despite the increase in e. 

The reason why the secondary peak decreases with ϕ more rapidly 
than the primary peak in the experiments and simulations presented 
here is due to the fate of particle trajectories at locations beyond r/R~1. 
As seen in Fig. 21, for all ϕ, the trajectories which impact beyond the 
nozzle edge do so after reaching their apex at r/R~1 where the axial 
flow velocity is higher than at r/R<1. At the same time, for all ϕ the 
trajectories which form the primary peak reach their apex at r/R<1 as 
shown in Fig. 20. For high ϕ, particle trajectories bounce twice while for 
low ϕ particle trajectories bounce once. Therefore, more trajectories 
reach their apex at r/R~1 for high ϕ as compared to low ϕ. This qualifies 
a finite albeit decreasing number of trajectories to reach their apex at 
r/R<1 at high ϕ while the rest reach their apex at r/R~1. Therefore, at 
high ϕ there is greater reduction in the depositing trajectories beyond 
the nozzle edge as compared to depositing trajectories within the nozzle 
edge, since the critical velocity vc decreases with ϕ. This translates into a 
sharper decrease in the secondary peak as compared to the primary peak 
for high ϕ. 

The work presented in this paper is the first of its kind in that it 
actually simulates the formation of ‘halos’ in inertial impactors while 
including elasticity and particle-surface interaction permitting bounce 
as well as deposition in the simulations. The experiments and simula
tions presented above were performed using a fixed flow rate (thereby 
fixed inlet flow velocity). Accordingly, the results and analysis using a 
fixed flow rate provide significant new knowledge in and of itself. This 
notwithstanding, for future experiments and simulations the effect of 
flow velocity on the deposition patterns would be an interesting addition 
that would broaden the understanding of not just particle-surface in
teractions, but also the operation of inertial impactors in general. To this 
effect scaled particle surface density plots were generated for the ϕ =
0.09 case using a higher and a lower inlet flow velocity than the one 
considered in the current study. This is shown in Fig. 25. We note that 
the values of the Hamaker constant and coefficient of restitution used for 
the new inlet flow velocity cases, shown in Fig. 25 are the same as those 
determined for ϕ = 0.09 in the simulations previously presented which 
may not be the case. The plot in Fig. 25 clearly shows the sensitivity of 
the particle deposition patterns to the inlet flow velocity and thereby the 
impactor flow rate. 

5. Conclusions 

Experiments presented herein demonstrate that, as hypothesized, the 
collection efficiency of hygroscopic particles in an impactor decreases 
with relative humidity (ϕ) when the impactor surface is hydrophobic. A 
novel mechanism for determining surface conditions for particle bounce 
based on energy conservation was developed and used along with 

particle trajectory simulations to explain the secondary deposits (halos). 
The mechanism predicts, just as observed in the experiments, that two 
peaks: a primary peak and a secondary peak occur at fixed radial loca
tion. The height of both peaks decreases with relative humidity, more 
rapidly for the secondary peaks. The mechanism is also used to deter
mine the values Hamaker constant (A) and coefficient of restitution (e) 
for six reference ϕ cases considered for comparison with the experi
mental results. The results show that A decreases with increase in ϕ 
while e remains constant for ϕ = 0.09 to 0.29 but increases with ϕ from 
0.29 to 0.57. This mechanism thus sheds light on the effect of particle 
elasticity and surface attraction in halo formation which opens door to 
control this phenomenon in inertial impactors. 
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