
Codes from incidence matrices of graphs

P. Dankelmann∗

Department of Mathematics
University of Johannesburg

P.O. Box 524
Auckland Park 2006, South Africa

J.D. Key†and B. G. Rodrigues‡

School of Mathematical Sciences
University of KwaZulu-Natal
Durban 4041, South Africa

January 6, 2012

Abstract

We examine the p-ary codes, for any prime p, from the row span over Fp of |V | × |E| incidence
matrices of connected graphs Γ = (V,E), showing that certain properties of the codes can be
directly derived from the parameters and properties of the graphs. Using the edge-connectivity of
Γ (defined as the minimum number of edges whose removal renders Γ disconnected) we show that,
subject to various conditions, the codes from such matrices for a wide range of classes of connected
graphs have the property of having dimension |V | or |V |− 1, minimum weight the minimum degree
δ(Γ), and the minimum words the scalar multiples of the rows of the incidence matrix of this weight.
We also show that, in the k-regular case, there is a gap in the weight enumerator between k and
2k−2 of the binary code, and also for the p-ary code, for any prime p, if Γ is bipartite. We examine
also the implications for the binary codes from adjacency matrices of line graphs. Finally we show
that the codes of many of these classes of graphs can be used for permutation decoding for full error
correction with any information set.
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1 Introduction

In a number of recent papers, for example [15, 35, 33, 34, 17], the linear codes generated over any prime
field by incidence matrices of some classes of regular connected graphs were studied. It was observed in
these papers that all the codes share the property of having minimum weight the valency of the graph
and minimum words the scalar multiples of the rows of the incidence matrix. This implies that in these
cases the graph can be retrieved from the code. Furthermore, in some of the classes, these properties
led to similar facts for the binary codes of the adjacency matrices of the associated line graphs, these
being subcodes of the binary codes from the incidence matrices of the original graphs. Indeed, it was a
study of the codes from the adjacency matrices of triangular graphs in [32] that pointed to this focus
on the incidence matrices. Furthermore, it was noticed that the weight enumerator of the code of the
incidence matrix had, in all cases studied, a gap between the weight k for the valency, and 2k − 2 for
the difference of two rows, i.e. the valency of the line graph. This then immediately shows that, in these
cases, the binary code of an adjacency matrix of the line graph of a graph Γ has the property that the
minimum weight is either the valency of Γ or the valency of the line graph; in the latter case, that the
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words of that weight are the rows of the adjacency matrix might not necessarily follow, but does in fact
seem to be true in some classes studied.

The question was thus asked whether these properties are in fact general for graphs satisfying certain
conditions. We make a start at answering this question here by using the concept of edge-connectivity
to show that this is indeed the case for many classes of graphs. Our result is wider for binary codes
where we have the result for a large class of graphs: see Theorem 1 and Corollary 1. The proof does
not extend directly to the same classes of graphs over Fp for p odd, but a similar result can still be
obtained, covering a smaller class of graphs: see Theorem 3, and Corollary 3. For bipartite connected
graphs a proof similar to that for binary codes applies for all primes p, to thus cover the wider class of
bipartite graphs: see Theorem 2 and Corollary 2.

The paper is arranged as follows: after giving the necessary terminology and some background results
in Section 2 we state and prove our main results, Theorem 1 and its Corollary 1, for the binary codes of
incidence matrices of connected graphs in Section 3, followed by Theorem 2 and Corollary 2 for the p-ary
codes for p odd of incidence matrices of bipartite connected graphs in Section 4. In Section 5 we prove
Theorem 3 and Corollary 3, our results for the p-ary codes of the non-bipartite graphs when p is odd.
Section 6 deals with the question of the gap in the weight enumerator of these codes for both binary
connected (Theorem 4) and p-ary bipartite connected (Theorem 5), with Corollaries 4 and 5 covering
some applications. Section 7 deals with binary codes of adjacency matrices of line graphs, Section 8
deals with the dual codes, and finally some applications to permutation decoding are established in
Section 9.

2 Background and terminology

2.1 Codes from designs

The notation for designs and codes is as in [1]. An incidence structure D = (P,B,J ), with point set
P, block set B and incidence J is a t-(v, k, λ) design, if |P| = v, every block B ∈ B is incident with
precisely k points, and every t distinct points are together incident with precisely λ blocks. The code
CF (D) of the design D over the finite field F is the space spanned by the incidence vectors of the
blocks over F . If Q is any subset of P, then we will denote the incidence vector of Q by vQ, and if
Q = {P} where P ∈ P, then we will write vP instead of v{P}. Thus CF (D) =

〈
vB |B ∈ B

〉
, and is a

subspace of FP , the full vector space of functions from P to F . For any w ∈ FP and P ∈ P, w(P ) or
wP will denote the value of w at P . If F = Fp then we write Cp(D) for CF (D).

All the codes here are linear codes, and the notation [n, k, d]q will be used for a q-ary code C of
length n, dimension k, and minimum weight d, where the weight wt(v) of a vector v is the number
of non-zero coordinate entries. The support, Supp(v), of a vector v is the set of coordinate positions
where the entry in v is non-zero. So |Supp(v)| = wt(v). A generator matrix for C is a k × n matrix
made up of a basis for C, and the dual code C⊥ is the orthogonal under the standard inner product
(, ), i.e. C⊥ = {v ∈ Fn | (v, c) = 0 for all c ∈ C}. A check matrix for C is a generator matrix for C⊥.
A constant vector has all entries either 0 or some fixed non-zero a ∈ F , i.e. a scalar multiple of some
incidence vector. We call two linear codes isomorphic if they can be obtained from one another by
permuting the coordinate positions. An automorphism of a code C is an isomorphism from C to C.
The automorphism group will be denoted by Aut(C). Any code is isomorphic to a code with generator
matrix in so-called standard form, i.e. the form [Ik |A]; a check matrix then is given by [−AT | In−k].
The set of the first k coordinates in the standard form is called an information set for the code, and
the set of the last n− k coordinates is the corresponding check set.

2.2 Graphs

The graphs, Γ = (V,E) with vertex set V , or V (Γ), and edge set E, or E(Γ), discussed here are
undirected with no loops and no multiple edges. The order of Γ is |V |. If x, y ∈ V and x and y are
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adjacent, we write x ∼ y, and xy, or [x, y], for the edge in E that they define. The set of neighbours
of u ∈ V is denoted by N(u), and the valency or degree of u is |N(u)|, which we denote by degΓ(u).
The minimum and maximum degrees of the vertices of Γ are denoted by δ(Γ) and ∆(Γ), respectively.
The graph is k-regular, where k ∈ N0, if all its vertices have degree k, and Γ is said to be regular if
it is k-regular for some k. If S is a set of edges of Γ, then the subgraph induced by S, denoted by
Γ[S], is the subgraph of Γ whose vertex set consists of the vertices of Γ that are incident with an edge
in S, and whose edge set is S. A strongly regular graph Γ of type (n, k, λ, µ) is a regular graph on
n = |V | vertices, with valency k which is such that any two adjacent vertices are together adjacent to
λ vertices and any two non-adjacent vertices are together adjacent to µ vertices.

If xixi+1 for i = 1 to r−1, and xrx1 are all edges of Γ, and the xi are all distinct, then the sequence
written (x1, . . . , xr) will be called a closed path, circuit or cycle, of length r, also written Cr. If for
every pair of vertices there is a path connecting them, the graph is connected. A perfect matching
is a set S of disjoint edges such that every vertex is on exactly one member of S. The girth g(Γ) of Γ
is the length of a shortest cycle in Γ. If Γ has a cycle of even length, then the even girth ge(Γ) is the
length of a shortest even cycle. The distance d(u, v) between two vertices u and v of a graph Γ is the
minimum length of a path from u to v. The diameter of Γ, denoted by diam(Γ) is the largest of all
distances between vertices of Γ, i.e., diam(Γ) = maxu,v∈V (Γ) d(u, v).

An adjacency matrix A = [au,v] of a graph Γ = (V,E) is a |V | × |V | matrix with entries au,v,
u, v ∈ V , such that au,v = 1 if u ∼ v and au,v = 0 otherwise. An incidence matrix of Γ is an |V |× |E|
matrix G = [gu,e] with gu,e = 1 if the vertex u is on the edge e and gu,e = 0 otherwise. We denote the
row of G corresponding to vertex v by Gv, and the column corresponding to edge e by Ge.

If Γ is regular with valency k, then the 1-(|E|, k, 2) design with incidence matrix G is called the
incidence design of Γ. It was proved in [15] that if Γ is regular with valency k and G the 1-(|E|, k, 2)
incidence design for Γ, then Aut(Γ) = Aut(G). The neighbourhood design of a regular graph is the
1-design formed by taking the points to be the vertices of the graph and the blocks to be the sets of
neighbours of a vertex, for each vertex, i.e. regarding an adjacency matrix as an incidence matrix for
the design. The line graph of a graph Γ = (V,E) is the graph L(Γ) with E as vertex set and where
adjacency is defined so that e and f in E, as vertices, are adjacent in L(Γ) if e and f as edges of Γ
share a vertex in Γ.

The code of a graph Γ over a finite field F is the row span of an adjacency matrix A over the field F ,
denoted by CF (Γ) or CF (A). The dimension of the code is the rank of the matrix over F , also written
rankp(A) if F = Fp, in which case we will speak of the p-rank of A or Γ, and write Cp(Γ) or Cp(A) for
the code. It is also the code over Fp of the neighbourhood design. Similarly, if G is an incidence matrix
for Γ, Cp(G) denotes the row span of G over Fp and is the code of the design with blocks the rows of
G, in the case that Γ is regular. If M is an adjacency matrix for L(Γ) where Γ is regular of valency k,
|V | vertices, |E| edges, then

GTG = M + 2I|E|, (1)

where G is an incidence matrix for Γ.
If W,X are non-empty disjoint sets of vertices of Γ, then E(W,X) denotes the set of edges that have

one end in W and the other end in X, and we write |E(W,X)| = q(W,X). An edge-cut of a connected
graph Γ is a set S ⊆ E such that Γ− S = (V,E − S) is disconnected. The edge-connectivity λ(Γ) is
the minimum cardinality of an edge-cut. The following well-known fact will be of use

λ(Γ) = min
∅6=W⊂V

q(W,V −W ). (2)

A bridge of a connected graph is an edge whose removal disconnects the graph. So Γ has a bridge if
and only if λ(Γ) = 1. Whitney [51] observed that λ(Γ) ≤ δ(Γ) for every graph Γ; this follows directly
from the fact that removing the edges incident with a vertex of degree δ(Γ) disconnects the graph. If
λ(Γ) = δ(Γ) and, in addition, the only edge sets of cardinality λ(Γ) whose removal disconnects Γ are
the sets of edges incident with a vertex of degree δ(Γ), then Γ is called super-λ. The concept of super
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edge-connectivity was first introduced by Bauer, Suffel, Boesch, and Tindell [3] in 1981, and it has been
studied extensively since.

The following result is due initially to Björner and Karlander [4], but it is stated, and a short proof
given, in [35]:

Result 1 Let Γ = (V,E) be a connected graph, G an incidence matrix for Γ, and Cp(G) the row-span
of G over Fp. Then dim(C2(G)) = |V | − 1. For odd p, dim(Cp(G)) = |V | if Γ has a closed path of odd
length (i.e., if Γ is not bipartite), and dim(Cp(G)) = |V | − 1 if Γ has no closed path of odd length (i.e.,
if Γ is bipartite).

Recall that a graph is bipartite if and only if it does not have an odd cycle.

2.3 Permutation decoding

Permutation decoding was first developed by MacWilliams [41] and involves finding a set of auto-
morphisms of a code called a PD-set. The method is described fully in MacWilliams and Sloane [42,
Chapter 16, p. 513] and Huffman [25, Section 8]. In [30] and [36] the definition of PD-sets was extended
to that of s-PD-sets for s-error-correction:

Definition 1 If C is a t-error-correcting code with information set I and check set C, then a PD-set
for C is a set S of automorphisms of C which is such that every t-set of coordinate positions is moved
by at least one member of S into the check set C.

For s ≤ t an s-PD-set is a set S of automorphisms of C which is such that every s-set of coordinate
positions is moved by at least one member of S into the check set C.

The algorithm for permutation decoding is given in [25] and requires that the generator matrix is
in standard form. Such sets might not exist at all, and the property of having a PD-set might not be
invariant under isomorphism of codes, i.e. it depends on the choice of I. Furthermore, there is a bound
on the minimum size that the set S may have, due to Gordon [19], from a formula due to Schönheim [46],
and quoted and proved in [25].

3 Binary codes

We consider now the binary code C2(G), where G is an incidence matrix of a connected graph Γ. Note
that C2(G) is also known as the cut space of Γ, and examined for majority-logic decoding in [20, 21].

Our main result is as follows, where we use the notation as defined in Section 2.

Theorem 1 Let Γ = (V,E) be a connected graph, G a |V | × |E| incidence matrix for Γ. Then

1. C2(G) = [|E|, |V | − 1, λ(Γ)]2;

2. if Γ is super-λ, then C2(G) = [|E|, |V | − 1, δ(Γ)]2, and the minimum words are the rows of G of
weight δ(Γ).

Proof: It follows from Result 1 that C2(G) has dimension |V |− 1, so we only have to prove that C2(G)
has minimum weight λ(Γ).
(1). Let x be a nonzero word in C2(G) of minimum weight d. Then x =

∑
v∈V µvGv for some µv ∈ F2,

not all zero. This yields a labelling of the vertices of Γ with elements of F2, where v is labeled with µv.
If e = uv is an edge of Γ, then the entries Gu,e and Gv,e are the only nonzero entries in column Ge.
Hence

xe = µu + µv, (3)

i.e., xe is the sum of the labels of the two vertices incident with e. So xe = 0 if and only if µu +µv = 0,
i.e. µu = µv. So, if Supp(x) is the support of x, then for every edge uv in Γ we have

uv ∈ Supp(x) ⇐⇒ µu 6= µv.
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Now consider the graph Γx = (V,E−Supp(x)). If two vertices u, v are adjacent in Γx, then µu+µv = 0,
and so µu = µv. It follows that for any two vertices u and v in the same component of Γx we have
µu = µv. Thus Γx is disconnected since otherwise, if Γx were connected, all µv would have the same
value, µ say, and so x = µ

∑
v Gv = µ0 = 0, a contradiction. Hence Supp(x) is an edge-cut of Γ, and so

|Supp(x)| ≥ λ(Γ) and d = wt(x) ≥ λ(Γ).
Now we construct a word of weight λ(Γ). Let S ⊆ E be a minimal edge-cut of Γ. Then, due to the

minimality of S, Γ− S = (V,E − S) has V partitioned into two connected components, W and V −W
which are such that if u, v ∈ W and u ∼ v, then uv 6∈ S, and similarly for V −W . Thus the edges in
S are precisely the edges between W and V −W , and not those within either of the components. Let
x =

∑
v∈W Gv =

∑
v∈V µvGv, where µv = 1 if v ∈ W , and µv = 0 if v ∈ V −W . Clearly, for an edge

uv ∈ E we have
uv ∈ Supp(x) ⇐⇒ µu 6= µv ⇐⇒ uv ∈ S.

Hence wt(x) = |Supp(x)| = |S| = λ(Γ). This proves that the minimum weight of C2(G) is λ(Γ).
(2). Now suppose Γ is super-λ. It follows from (1) that the minimum weight of C2(G) is λ(Γ) = δ(Γ).
We show that a word of this weight must be a row of G of weight δ(Γ). Let x =

∑
v∈V µvGv be a

word in C2(G) of weight δ(Γ). As in the argument in (1), it follows that Γx = (V,E − Supp(x)) is
disconnected, and that Supp(x) is an edge-cut of cardinality λ(Γ). Since Γ is super-λ, it follows that
Γx has exactly two components, one consisting of a single vertex, v say, of degree δ(Γ), and the other
component containing the vertices in V −{v}. Thus Supp(x) = {uv | u ∈ N(v)} so x is clearly the row
Gv, which proves (2). �

The usefulness of part (1) of the above theorem lies in the fact that it shows that the minimum
weight of the binary code from the incidence matrix of a graph equals the degree of the vertices of the
graph for several graph classes for which it is known that λ(Γ) = δ(Γ). Below we give some sufficient
conditions from the literature. We state the conditions for regular graphs since we mainly consider the
incidence matrices of regular graphs, but in most cases the conditions apply also to graphs that are not
necessarily regular.

Result 2 Let Γ = (V,E) be a connected k-regular graph.
Then λ(Γ) = k if one of the following conditions holds:

1. Γ is vertex-transitive (Mader [43]);

2. Γ has diameter at most 2, i.e. any two vertices of Γ are adjacent or have a neighbour in common
(Plesńık [44]);

3. Γ is strongly regular with parameters (n, k, λ, µ) and µ ≥ 1 (follows from 2. above);

4. Γ is distance-regular and k > 2 (Brouwer and Haemers [6]);

5. k ≥ (|V (Γ)| − 1)/2 (Chartrand [8]);

6. Γ has girth g and diam(Γ) ≤ g− 1 if g is odd, or diam(Γ) ≤ g− 2 if g is even (Soneoka, Nakada,
Imase, Peyrat [26]).

Further, Γ is super-λ if one of the following conditions is satisfied:

1a Γ is vertex-transitive and has no complete subgraph of order k (Tindell [48]);

2a. Γ has diameter at most 2, and in addition Γ has no complete subgraph of order k (Fiol [13]);

3a. Γ is strongly regular with parameters (n, k, λ, µ), and µ ≥ 1, λ ≤ k − 3 (follows from 2a. above);

4a. Γ is distance-regular and k > 2 (Brouwer and Haemers [6]);

5a. k ≥ |V |+1
2 (Kelmans [29]);
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6a. Γ has girth g, and diam(Γ) ≤ g − 1 if g is odd, or diam(Γ) ≤ g − 2 if g is even. (Fabrega, Fiol
[11]).

We note that more conditions for a graph to satisfy λ(Γ) = δ(Γ) can be found, for example, in the
survey paper [24] by Hellwig and Volkmann.

These results, in conjunction with Theorem 1, imply the following.

Corollary 1 Let Γ = (V,E) be a connected k-regular graph on |V | = n vertices, G an n× nk
2 incidence

matrix for Γ. If any one of the conditions 1 − 6 of Result 2 holds, then the binary code C2(G) has
minimum weight k. If any one of the conditions 1a− 6a holds, then the only words of weight k are the
rows of the incidence matrix.

4 Bipartite graphs

In general the statement of Theorem 1 does not hold for p-ary codes of incidence matrices of graphs if
p is odd. For example it is easy to verify that the code Cp(K4) contains a word of weight 2, viz. the
word w = Gu +Gv −Gx −Gy, where u, v, x, y are the vertices of K4, has wt(w) = 2, but λ(K4) = 3.

We show below that for odd p the conclusions of Theorem 1 still hold in the case when Γ is connected
bipartite. Of course the theorem itself, for p = 2, will hold for Γ connected bipartite.

Theorem 2 Let Γ = (V,E) be a connected bipartite graph, G a |V | × |E| incidence matrix for Γ, and
p an odd prime. Then

1. Cp(G) = [|E|, |V | − 1, λ(Γ)]p;

2. if Γ is super-λ, then Cp(G) = [|E|, |V | − 1, δ(Γ)]p, and the the minimum words are the non-zero
scalar multiples of the rows of G of weight δ(Γ).

Proof: (1). Let V = U ∪W be the bipartition of V (Γ) and let x =
∑
v∈V µvGv, be a nonzero word in

Cp(Γ). As in the proof of Theorem 1 we have, for every edge uv of Γ, xuv = µu + µv and so

uv ∈ Supp(x) ⇐⇒ µu 6= −µv.

Let Γx = (V,E−Supp(x)) and consider a component Γ1 of Γx. Let U1 = V (Γ1)∩U andW1 = V (Γ1)∩W .
Fix a vertex v in one of the two partite sets of Γ1, say v ∈ U1, and let a = µv. Then µw = −a for
each neighbour w of v in Γ1. Each neighbour w of a neighbour of v in Γ1 has µw = a and so on. We
conclude that µw = a for all u ∈ U1, and µw = −a for u ∈W1.

It follows from the above that no edge in Supp(x) joins two vertices in the same component of Γx.
Hence Γx is disconnected, Supp(x) is an edge-cut of Γ, and |Supp(x)| ≥ λ(Γ). Thus wt(x) = |Supp(x)| ≥
λ(Γ), as required.

Now we construct a word of weight λ(Γ). Let S ⊆ E be a minimum edge-cut of Γ, and let V1 and
V2 be the vertex sets of the two components Γ1 and Γ2, respectively, of Γ − S = (V,E − S), and let
Ui = U ∩ Vi and Wi = W ∩ Vi for i = 1, 2. Define

µv =
{

1 if v ∈ U1 ∪W2,
−1 if v ∈ U2 ∪W1,

and consider the word x =
∑
v∈V1

µvGv. Clearly, for an edge uv ∈ E(Γ1) ∪ E(Γ2) we have xuv =
µu + µv = 0, while for each edge uw ∈ S with u ∈ U and w ∈W we have

xuv = µu + µv =
{

2 if u ∈ U1 and w ∈W2,
−2 if u ∈ U2 and w ∈W1,

and so Supp(x) = S. Hence wt(x) = |S| = λ(Γ), and (1) follows.
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(2). Now suppose that Γ is super-λ. It follows by part (1) that the minimum weight of Cp(G) is δ(Γ).
Let x be a non-zero word in Cp(G) of this weight. As in the proof of Theorem 1, Γx has exactly two
components, one consisting of a single vertex v of degree δ(Γ), and the other component containing the
vertices in V − {v}. Thus Supp(x) = {uv | u ∈ N(v)}, and x =

∑
u∈N(v) αuv

uv (in the notation of
Section 2.1), for some non-zero αu ∈ Fp. If x 6= αGv then the αu are not constant over N(v), so for
some α 6= 0, αGv − x has weight less than δ(Γ) which contradicts (1). Thus x is a scalar multiple of
the row Gv, which proves (2). �

The sufficient conditions for λ(Γ) = k or for Γ to be super-λ in Result 2 of course also apply to
connected bipartite graphs. However, some sufficient conditions for λ(Γ) = δ(Γ) can be relaxed in that
case. Again from the literature we have the following:

Result 3 Let Γ = (V,E) be a connected bipartite graph.
Then λ(Γ) = δ(Γ) if one of the following conditions holds:

1. Γ = (V,E) and V consists of at most two orbits under Aut(Γ) (Liang [40]), and in particular if
Γ is vertex-transitive (Tindell [48]);

2. every two vertices in one of the two partite sets of Γ have a common neighbour (Dankelmann and
Volkmann [9]);

3. Γ has diameter at most 3 (Plesńık, Znám [45]);

4. Γ is k-regular and k ≥ (n+ 1)/4 (Volkmann [49]);

5. If Γ has girth g and diam(Γ) ≤ g − 1 (Fabrega, Fiol [12]).

If λ(Γ) = δ(Γ) and Γ satisfies one of the following conditions, then it is super-λ:

1a. Γ is vertex-transitive (Tindell [48]);

2a. Γ is k-regular and k ≥ (n+ 3)/4 (Fiol [13]).

These results, in conjunction with Theorem 2, imply the following.

Corollary 2 Let Γ = (V,E) be a connected bipartite graph, G a |V | × |E| incidence matrix for Γ. If
at least one of the conditions 1 − 5 of Result 3 holds, then the code Cp(G) has minimum weight δ(Γ).
If Γ satisfies one of the conditions 1a− 2a of Result 3, then the words of minumum weight δ(Γ) are the
scalar multiples of the rows of G of weight δ(Γ).

The following example concerns bipartite graphs whose incidence matrices were considered in [16].

Example 1 For Ω a set of size n, n ≥ k, l, and k, l ≥ i, let Γ(n, k, l, i) denote the bipartite graph on
two disjoint sets An = Ω{k} and Bn = Ω{l}, i.e. of

(
n
k

)
+
(
n
l

)
vertices, An ∪ Bn, where a ∈ An is on an

edge with b ∈ Bn if |a∩ b| = i. For vertices An the valency is
(
k
i

)(
n−k
l−i
)
; for vertices in Bn it is

(
l
i

)(
n−l
k−i
)
.

The number of edges is
(
n
k

)(
k
i

)(
n−k
l−i
)

=
(
n
l

)(
l
i

)(
n−l
k−i
)
. Then for n > k, Γ(n, k, l, i) ∼= Γ(n, n − k, l, l − i)

and for all p, dim(Cp(M(n, k, l, i)) ≤
(
n
k

)
+
(
n
l

)
− 1, with equality if Γ(n, k, l, i) is connected. Clearly

condition 1 of Result 3 holds, so the minimum weight is the minimum degree for these codes, for all p.
When k = l we can also state that the words of weight

(
k
i

)(
n−k
l−i
)

are the multiples of the rows of an
incidence matrix for Γ(n, k, k, i), by condition 1a of Result 3.
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5 Codes over Fp, p odd

We have not been able to prove a general theorem similar to Theorem 1 for p odd, although it indeed
seems to hold for all the classes studied earlier in [15, 35, 33, 34, 17], for example. However, we give a
result, Theorem 3, which is somewhat analogous to Theorem 1. It links the minimum distance of Cp(Γ)
to a graph parameter, λbip(Γ) which is defined below. The parameter λbip(Γ) is new and has not been
studied before.

We define a bipartition set of Γ = (V,E) to be a set S ⊆ E such that Γ − S = (V,E − S)
has a bipartite component. We denote the minimum cardinality of a bipartition set of Γ by λbip(Γ).
Clearly, λbip(Γ) ≤ δ(Γ) since removing the edges incident with a vertex of degree δ(Γ) creates a bipartite
component. It appears that for some of the sufficient conditions that imply λ(Γ) = δ(Γ) there are similar
conditions implying λbip(Γ) = δ(Γ). We give two such conditions below. Following the terminology
for λ(Γ), we call a non-bipartite graph Γ super-λbip if λbip(Γ) = δ(Γ) and the only sets S ⊆ E(Γ) of
cardinality λbip(Γ) whose removal creates a bipartite component are the sets of edges incident with a
vertex of degree δ(Γ).

Theorem 3 Let Γ = (V,E) be a connected graph that is not bipartite, p be an odd prime, and G be an
incidence matrix for Γ. Then

1. Cp(G) = [|E|, |V |, λbip(Γ)]p;

2. if Γ is super-λbip then Cp(Γ) = [|E|, |V |, δ(Γ)]p, and the minimum words are the non-zero scalar
multiples of the rows of G of weight δ(Γ).

Proof: It follows from Result 1 that Cp(G) has dimension |V |, so we only have to prove that Cp(G)
has minimum weight λbip(Γ).
(1). Let d be the minimum weight of Cp(G). We first show that d ≥ λbip(Γ). Let x =

∑
v∈V µvGv ∈

Cp(G) have weight d. Since x 6= 0, there is a vertex v with µv 6= 0. Let Γ1 be the component of
Γx = (V,E−Supp(x)) containing v, and let a = µv. As in the proof of Theorem 2 the component Γ1 is
bipartite with the values µw = a if w is in the same partite set as v, and µw = −a if w is in the other
partite set. Hence Γx contains a bipartite component, and so Supp(x) is a bipartition set. Therefore,

d = |Supp(x)| ≥ λbip(Γ),

as required.
To show that d ≤ λbip(Γ) we construct a word of weight λbip(Γ). Let S be a bipartition set of

cardinality λbip(Γ) and let Γ1 be a bipartite component of Γ−S, with bipartite sets U1 and W1. Define

µv =

 1 if v ∈ U1,
−1 if v ∈W1,
0 if v ∈ V − V (Γ1),

and consider the word x =
∑
v∈V1

µvGv. Clearly, for an edge uv ∈ E(Γ1) we have xuv = µu + µv =
1 + (−1) = 0, and for the edges of Γx = (V,E − Supp(x)) joining two vertices in a component of Γ− S
other than Γ1 we have xuv = µu + µv = 0 + 0 = 0.

So Supp(x) ⊆ S, and thus wt(x) ≤ λbip(Γ). Since Γ is not bipartite, we have Γ1 6= Γ, and so there
exist edges joining two vertices in the same partite set of Γ1, or edges joining a vertex in Γ1 to a vertex
not in Γ1. For these edges we have xe 6= 0, so x is not the zero-word. Hence wt(x) ≥ λbip(Γ), as desired.

(2). Now suppose Γ is super-λbip. It follows from (1) that the minimum weight of Cp(G) is λbip(Γ) =
δ(Γ). We show that a word of this weight must be a scalar multiple of a row of G of weight δ(Γ). Let
x =

∑
v∈V µvGv be a word in Cp(G) of weight δ(Γ). As in the proof of Theorem 2, it follows that
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Γx = Γ − Supp(x) contains a bipartite component and that Supp(x) is a bipartition set of Γ. Since Γ
is super-λbip, it follows that Supp(x) is the set of edges incident with some vertex v of degree δ(Γ).

Thus x =
∑
u∈N(v) αuv

uv (in the notation of Section 2.1), for some non-zero αu ∈ Fp. If x 6= αGv
then the αu are not constant over N(v), so for some α 6= 0, αGv − x has weight less than δ(Γ) which
contradicts (1). Thus x is a scalar multiple of the row Gv. �

In Result 2 we gave sufficient conditions for a k-regular graph to satisfy λ(Γ) = k, and which then
imply that C2(G) has minimum weight k. Below we show that, in general, these conditions do not
imply λbip(Γ) = k, hence they do not imply that Cp(G) has minimum weight k. However, we show that
some of these conditions can be strengthened to imply λbip(Γ) = k.

Define b(Γ) to be the minimum cardinality of a set S ⊆ E such that Γ − S is bipartite. We note
that |E| − b(Γ) is the maximum number of edges of a bipartite subgraph of Γ, a parameter for which
several lower bounds are known. Unfortunately no lower bounds on b(Γ) seem to be known.

Proposition 1 Let Γ = (V,E) be a connected graph that is not bipartite. Then

λbip(Γ) ≥ min{λ(Γ), b(Γ)}.

1. If Γ is k-regular, b(Γ) ≥ k and λ(Γ) = k, then λbip(Γ) = k.

2. If Γ is k-regular and super-λ, and if b(Γ) > k then Γ is super-λbip.

Proof: (1). Let S ⊆ E be a set of edges of cardinality λbip(Γ) such that Γ−S has a bipartite component.
Then either Γ−S is connected, in which case Γ−S is bipartite and so |S| ≥ b(Γ), or Γ−S is disconnected,
in which case |S| ≥ λ(Γ).

If Γ is k-regular and b(Γ) ≥ k = λ(Γ), then it follows from the above that λbip(Γ) ≥ k. On the
other hand we have λbip(Γ) ≤ k since if S is the set of edges incident with a vertex v, then Γ− S has a
component that is (trivially) bipartite, viz. the component consisting of vertex v.
(2) Now let Γ be super-λ and b(Γ) > k. Let S be a bipartition set of cardinality k. Since Γ− S is not
bipartite, it is disconnected. Hence S is an edge-cut of cardinality k, and thus, since Γ is super-λ, S is
the set of edges incident with some vertex. Hence Γ is super-λbip. �

Proposition 2 Let Γ = (V,E) be a k-regular graph that is not bipartite with |V | = n and k ≥ n+3
2 . If

n ≥ 6 then Γ is super-λbip.

Proof: Since k ≥ n+3
2 , every two vertices have at least four common neighbours, so Γ is connected and

furthermore contains 3-cycles, implying that Γ cannot be bipartite. By Result 2 (5), k ≥ n+3
2 implies

that Γ is super-λ. Since a bipartite graph of order n has at most n2

4 edges, we have

b(Γ) ≥ |E| − n2

4
=
k

2
n− n2

4
=
n

2
(k − n

2
).

If now k = n+3
2 , then we get b(Γ) ≥ 3

4n ≥
n+3

2 where the first inequality is strict because n must be
odd since k is an integer. If k ≥ n+4

2 , then we get b(Γ) ≥ n > k. In all cases we get b(Γ) > k, and so
Proposition 1(2) yields that Γ is super-λbip. �

Proposition 3 Let Γ = (V,E), where |V | = n, be a strongly regular graph that is not bipartite with
parameters (n, k, λ, µ).

1. If µ ≥ 1, λ ≥ 1, and n ≥ 6 then λbip(Γ) = k. If n ≥ 7, µ ≥ 1 and 1 ≤ λ ≤ k − 3 then Γ is
super-λbip.

2. If λ = 0, µ ≥ 1 and n ≥ 10, then λbip(Γ) = k. If n > 10 then Γ is super-λbip.
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Proof: (1) We show that b(Γ) ≥ k. Let S ⊆ E be a set of size b(Γ) such that Γ− S is bipartite.
Let t be the number of distinct triangles in Γ. Since each edge of Γ is on exactly λ triangles, and

since Γ has 1
2nk edges, we have

t =
1
3
|E|λ =

1
6
knλ.

On the other hand, removing b(Γ) edges destroys at most λb(Γ) triangles. Since Γ − S contains no
triangles, we have

λb(Γ) ≥ t.
From these two inequalities we get

λb(Γ) ≥ knλ

6
≥ kλ,

and so b(Γ) ≥ k. Now λ(Γ) = k by Result 2 (3), hence λbip(Γ) = k by Proposition 1
The second statement of (1) follows from Proposition 1, since if |V | ≥ 7 the above inequalities yield

b(Γ) > k, and by Result 2 (3a), since λ ≤ k − 3 and µ ≥ 1, Γ is super-λ.

(2) Note first that k > µ since otherwise Γ would be the complete bipartite graph on 2k vertices. Since
n ≥ 10, it follows that k ≥ 3 and thus Γ is super-λ by Result 2 (3a). So, using Proposition 1, it suffices
to show that

b(Γ) ≥ nk

10
.

Fix a vertex v and let V1 = N(v) and V2 = V − (N(v) ∪ {v}). Then |V2| = n − k − 1 = k(k−1)
µ ,

since it is well known that for strongly regular graphs (n− k − 1)µ = k(k − λ− 1) = k(k − 1) (see [7,
Proposition 2.6]).

Let q(V2) be the number of edges of Γ on vertices in V2. Since each vertex in V2 has µ neighbours
in V1, it has k − µ > 0 neighbours in V2. Hence

q(V2) =
1
2
|V2|(k − µ) =

k(k − 1)(k − µ)
2µ

.

We now determine c5(v), the number of cycles of length 5 through v. Since Γ does not contain triangles,
each 5-cycle through v contains exactly one edge that joins two vertices, u and w say, in V2. Since u
and v (and similarly w and v) share exactly µ neighbours, there are µ2 cycles C5 containing v and the
edge uw. Hence

c5(v) = µ2q(V2) =
1
2
µk(k − 1)(k − µ).

The total number of 5-cycles of the graph is therefore

c5(Γ) =
1
5

∑
v∈V

c5(v) =
1
10

(nµk(k − 1)(k − µ)).

We now determine c5(uv), the number of 5-cycles through a given edge vu of Γ. Each 5-cycle through
uv contains a neighbour w of u in V2, an edge ww′ joining two vertices in V2, and a path of length 2
joining w′ and v. As above, u has k − 1 neighbours w ∈ V2. Each such w is adjacent to k − µ other
vertices in w′ ∈ V2, none of which is adjacent to u since λ = 0, and w′ and v are joined by µ paths of
length 2. Hence we have

c5(uv) = (k − 1)(k − µ)µ.

Let S be a minimum set of edges such that Γ−S is bipartite. Then Γ−S does not contain a C5. Since
removing |S| vertices destroys at most |S|(k − 1)(k − µ)µ cycles C5, we have

|S|(k − 1)(k − µ)µ ≥ c5(Γ) =
1
10

(nµk(k − 1)(k − µ)),

implying b(Γ) = |S| ≥ 1
10nk, as desired. �
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Corollary 3 Let Γ = (V,E) be a connected k-regular graph that is not bipartite on |V | = n vertices, G
an n× nk

2 incidence matrix for Γ, and p an odd prime. If

1. k ≥ (n+ 3)/2 and n ≥ 6, or

2. Γ is strongly regular with parameters (n, k, µ, λ), where

(a) n ≥ 7, µ ≥ 1, and 1 ≤ λ ≤ k − 3, or

(b) n ≥ 11, µ ≥ 1, and λ = 0,

then the code Cp(G) has minimum weight k, and the minimum words are the non-zero scalar multiples
of the rows of G.

Example 2 The Hamming graph H(d, q), where d, q ≥ 2, is the graph whose vertex set is the set of
all words of length d over an alphabet with q elements. Two vertices are adjacent if their words differ
in exactly one position. Clearly H(d, q) is k-regular, where k = d(q − 1). Since Hamming graphs are
known to be distance regular, it follows from Corollary 1 that their binary codes have minimum weight
equal to k, and the only words of weight k are the rows of the incidence matrix. For p odd, the codes
Cp(G) have the same property: for q = 2, H(d, 2) is bipartite, so Theorem 2 and Corollary 2 can be
used. For q ≥ 3, H(d, q) is the edge-disjoint union of dqd−1 complete graphs of order q (each of these
complete graphs is obtained by fixing d−1 components of the words in H(d, q) and letting the remaining
component vary over all elements in {1, 2, . . . , q}). This implies b(H(d, q)) ≥ dqd−1 > k since any set of
edges whose removal renders H(d, q) bipartite must contain at least one edge from each of the complete
graphs. It follows by Proposition 1 that H(d, q) is super-λbip for q ≥ 3. By Theorem 3 the code Cp(G)
has minimum weight k and the words of weight k are precisely the non-zero scalar multiples of the rows
of G.

Example 3 Some classes of strongly regular graphs that satisfy the hypothesis of Corollary 3 or Corol-
lary 1 are lattice graphs L2(m) for m ≥ 3, triangular graphs T (m) for m ≥ 5, Paley graphs P (q) for
q ≡ 1 (mod 4) and q ≥ 5 (see [17]), and symplectic graphs, along with their complements.

To see that the condition n > 10 in Proposition 3 and Corollary 3 is necessary, consider the Petersen
graph Γ = (V,E) where V = Ω{2}, Ω = {1, . . . , 5}, and a ∼ b if a ∩ b = ∅. It is a (10, 3, 0, 1) strongly
regular graph and the p-ary codes for p odd have words of weight 3 (see [14]) other than the scalar
multiples of the rows of an incidence matrix G. An example of such a word is constructed as follows:
for ω = {1, 2, 3, 4}, and r ∈ ω{2}, let r̄ = ω − r, i.e. its complement. If ri, r̄i for i = 1, 2, 3 denote the
members of ω{2}, then it can be verified that,

w = v{1,2}{3,4} + v{1,3}{2,4} + v{1,4}{2,3} =
3∑
i=1

(Gri
+Gr̄i

)− 1
2

∑
u∈Ω{2}

Gu ∈ Cp(G)

for p 6= 2, and is clearly not a row of G. If S = Supp(w), then Γ−S is bipartite, so Γ is not super-λbip.
The binary code has the required property, from Corollary 1.

In this section we showed that conditions 3a and 5a of Result 2 can be strengthened to guarantee
that a graph is super-λbip. We now briefly discuss conditions 1 and 2 in Corollary 1. While every
connected k-regular vertex-transitive graph Γ satisfies λ(Γ) = k, it is not true that λbip(Γ) = k for
every such graph. For example an odd cycle is 2-regular, but has λbip(Γ) = 1. Let Γ be the graph on
2n vertices u0, u1, . . . , un−1, v0, v1, . . . , vn−1, with edges uiui+1, vivi+1, uivi for i = 0, 1, . . . , n−1, where
n is odd and all indices are modulo n (so Γ is the cartesian product of an odd cycle and K2). It is easy
to see that Γ is 3-regular, but λbip(Γ) = 2 since {u0u1, v0v1} is a bipartition set of cardinality 2. It was
conjectured by Erwin [private communication] that λbip(Γ) ≥ k − 1 for every k-regular non-bipartite
vertex transitive graph. If true, this would imply that for each such graph the p-ary code of an incidence
matrix has minimum distance k − 1 or k.
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For a k-regular graph diam(Γ) ≤ 2 implies λ(Γ) = k, but it is not true that it also implies
λbip(Γ) = k. For example, if Γ is the graph obtained from the complete bipartite graph with partite
sets {u1, u2, . . . , uk} and {v1, v2, . . . , vk} by deleting the edges u1v1, u2v2 and adding u1u2, v1v2, then
it is easy to see that for k ≥ 3 Γ is k-regular, but since {u1u2, v1v2} is a bipartition set of cardinality
2, we have λbip(Γ) = 2 < k.

We do not know if conditions 4 and 6 of Result 2 imply that λbip(Γ) = k.
A consequence of the above theorems is that the minimum weight of the p-ary code generated by

the incidence matrix of a connected graph Γ depends on Γ and on the parity of p, but not on the actual
value of p. In fact from the previous work quoted concerning the codes from G for some classes of
connected k-regular graphs, we have that λbip(Γ) = k for these classes.

6 A gap in the weight-enumerator

We now look for words of the next smallest weight in Cp(G). For Γ = (V,E) a connected graph, a
restricted edge-cut is a set S ⊆ E such that Γ− S is disconnected, and no component of Γ− S is an
isolated vertex. It was shown in [10] that every graph Γ = (V,E) with |V | ≥ 4 which is not a star has
a restricted edge-cut. The restricted edge-connectivity λ′(Γ) is the minimum number of edges in
a restricted edge-cut, if such an edge-cut exists. Notice that if Γ = (V,E) is connected k-regular with
k ≥ 2 and |V | ≥ 4, then λ′(Γ) ≤ 2k − 2, since removing all the edges other than uv through adjacent
vertices u and v will produce a restricted edge-cut of size 2(k − 1).

Theorem 4 Let Γ = (V,E) be a connected k-regular graph with |V | ≥ 4, G an incidence matrix for
Γ, λ(Γ) = k and λ′(Γ) > k. Let Wi be the number of codewords of weight i in C2(G). Then Wi = 0 for
k + 1 ≤ i ≤ λ′(Γ)− 1, and Wλ′(Γ) 6= 0 if λ′(Γ) > k + 1.

Proof: Let d be the minimum weight of C2(G). By Theorem 1 we have d = λ(Γ) = k. Let x ∈ C2(G)
be a word with wt(x) > d, and let Γx = (V,E − Supp(x)). We show that wt(x) ≥ λ′(Γ).

As in the proof of Theorem 1 it follows that Γx is disconnected. Let Γi i = 1, 2, . . . , t be the
components of Γx and let Vi be their respective vertex sets. Now

t∑
i=1

q(Vi, V − Vi) ≤ 2|Supp(x)|,

since the sum on the left hand side counts each edge of Supp(x) that joins vertices in distinct components
of Γx exactly twice, while edges of Supp(x) joining two vertices in the same component of Γx are not
counted at all. On the other hand it follows from Equation (2) that q(Vi, V − Vi) ≥ λ(Γ). Hence

t∑
i=1

q(Vi, V − Vi) ≥ tλ(Γ).

The two inequalities yield that 2|Supp(x)| ≥ tλ(Γ) = tk, and so |Supp(x)| ≥ 1
2 tk. If t ≥ 4 then we

have |Supp(x)| ≥ 2k. Since λ′(Γ) ≤ 2k − 2, we have wt(x) ≥ λ′(Γ) in this case. Hence we can assume
that 2 ≤ t ≤ 3.
Case 1: t = 2.
If one of the components of Γx, say Γ1, consists of a single vertex v, then Supp(x) contains all edges
incident with v. Since all vertices u of Γ2 have the same value µu, no edge of Supp(x) joins two vertices
of Γ2. Hence Supp(x) contains only the k edges of Γ incident with v, and so wt(x) = k, contradicting
our assumption wt(x) > k. Hence we can assume that both components Γ1 and Γ2 of Γx = Γ−Supp(x)
contain at least two vertices. But then we have |Supp(x)| ≥ λ′(Γ), by the definition of λ′(Γ).
Case 2: t = 3.
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If we have two components, say Γ1 and Γ2 of Γx, that are not joined by an edge in Supp(x), then
E(V1, V − V1) and E(V2, V − V2) are disjoint, and each of the two sets has at least λ(Γ) = k edges by
Equation (2). Hence

|Supp(x)| ≥ q(V1, V − V1) + q(V2, V − V2) ≥ 2k > λ′(Γ),

as desired. So we can assume that any two components of Γx are joined by an edge in Supp(x).
Since |V | ≥ 4, one of the components, Γ1 say, has at least two vertices. Consider the set Supp(x)′ =
Supp(x)∩E(V1, V2∪V3). Clearly, Γ−Supp(x)′ has exactly two components, one containing the vertices
in V1 and the other containing the vertices in V2∪V3. Since both components have at least two vertices,
we have |Supp(x)′| ≥ λ′(Γ), and so wt(x) = |Supp(x)| > |Supp(x)′| ≥ λ′(Γ), as asserted.

Finally we need to construct a word of weight λ′(Γ) to show that Wλ′(Γ) 6= 0. Clearly if λ′(Γ) = 2k−2
then we have a word of weight 2k − 2 from Gu −Gv where uv ∈ E. Suppose then that λ′(Γ) < 2k − 2
and let S be a restricted edge-cut of minimum size λ′(Γ). So Γ−S is disconnected and each component
has at least three vertices, since otherwise |S| = 2k − 2. It follows that Γ − S has just two connected
components, W and V −W , and all the edges in S are between W and V −W , and not within just
one of the components. Define x =

∑
u∈V µvGv, where µv = 1 for v ∈W , and µv = 0 for v 6∈W . Thus

as before we have Supp(x) = S, of size λ′(Γ). So Wλ′(Γ) 6= 0. �

There is a similar argument for the bipartite case for p odd.

Theorem 5 Let Γ = (V,E) be a connected bipartite k-regular graph with |V | ≥ 4, G an incidence
matrix for Γ, λ(Γ) = k and λ′(Γ) > k. Let Wi be the number of codewords of weight i in Cp(G) where
p is odd. Then Wi = 0 for k + 1 ≤ i ≤ λ′(Γ)− 1, and Wλ′(Γ) 6= 0 if λ′(Γ) > k + 1.

Proof: The proof is almost identical to the proof of Theorem 4, we therefore omit it. �

For most of the sufficient conditions for λ(Γ) = k there are related conditions for λ′(Γ) to be equal
to the minimum edge degree (which, for a k-regular graph, is always 2k− 2). Thus, from the literature,
we have:

Result 4 Let Γ = (V,E) be a connected graph.
Then λ′(Γ) is equal to the minimum edge degree if one of the following conditions hold:

1. Γ is vertex-transitive, and has odd order or does not contain triangles (Xu [52]);

2. Γ is edge-transitive and has |V | ≥ 4 (Li and Li [39]);

3. each pair u, v of nonadjacent vertices of Γ satisfies

|N(u) ∩N(v)| ≥
{

2 if neither u nor v are on a triangle,
3 if at least one of u, v is on a triangle.

(Hellwig and Volkmann [22]);

4. any two non-adjacent vertices of Γ have at least three neighbours in common (from 3. above);

5. Γ is bipartite and any two vertices in the same partite set have at least two neighbours in common
(Yuan, Liu and Wang [53]);

6. Γ is strongly regular graph with parameters (n, k, λ, µ) with either λ = 0 and µ ≥ 2, or with λ ≥ 1
and µ ≥ 3 (from 3. above);

7. k ≥ 1
2 (n+ 1) (Wang and Li [50]), if Γ is bipartite then k > dn+2

4 e is sufficient (Shang and Zhang
[47]);

8. Γ has girth g, and diam(Γ) ≤ g − 2 (Balbuena, Garcia-Vázquez, Marcote, [2]).
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We note that by a result of Hellwig and Volkmann [23] every graph for which λ′(Γ) equals the
minimum edge-degree (which is 2k − 2 for k-regular graphs) is super-λ. This, and Theorem 4, give the
following:

Corollary 4 Let Γ = (V,E) be a connected k-regular graph on |V | = n vertices, and G an incidence
matrix for Γ. If Γ satisfies one of the conditions of Result 4, then C2(G) has minimum weight k, the
words of weight k are precisely the rows of the incidence matrix, and there are no words of weight l such
that k < l < 2k − 2.

For the case of p odd and Γ connected k-regular bipartite, a similar set of results give the following
applications:

Corollary 5 Let Γ = (V,E) be a connected bipartite k-regular graph on |V | = n vertices, and G an
incidence matrix for Γ. Then Cp(G) has minimum weight k, the words of weight k are precisely the
non-zero scalar multiples of the rows of the incidence matrix, and there are no words of weight l such
that k < l < 2k − 2, if at least one of the following conditions holds:

1. Γ is vertex-transitive;

2. Γ is edge-transitive and has |V | ≥ 4;

3. each pair u, v of nonadjacent vertices satisfies |N(u) ∩N(v)| ≥ 2;

4. any two non-adjacent vertices have at least two neighbours in common;

5. Γ is strongly regular graph with parameters (n, k, λ, µ) with λ = 0 and µ ≥ 2.

Example 4 If Γ = Kn,n, the complete bipartite graph of degree n ≥ 3, the codes from an incidence
matrix G for this over any field Fp were examined in [34]. These graphs satisfy the conditions of
Theorems 1, 2, 4, 5, as was shown independently in [34].

7 Adjacency matrices of line graphs

Recall that if G is an incidence matrix for Γ, and M an adjacency matrix for the line graph L(Γ) then
from Equation (1), GTG = M + 2I|E| = M over F2. Thus C2(M) ⊆ C2(G), and if Γ is connected,
C2(M) is the code E2(G) spanned by differences of the rows of G, and hence is either C2(G) or of
codimension 1 in it.

Thus information about C2(G) leads to information about C2(M), and we can deduce a corollary
to the previous theorems that will apply to some classes of line graphs.

Corollary 6 Let Γ = (V,E) be a connected k-regular graph with |V | ≥ 4, G an incidence matrix for Γ,
and λ′(Γ) = 2k−2. Let M be an adjacency matrix for the line graph L(Γ), and E2(G) the code spanned
by differences of the rows of G over F2. Then C2(M) = E2(G) and

1. C2(M) = [1
2 |V |k, |V | − 1, k]2 = C2(G) if |V | is odd;

2. C2(M) = [1
2 |V |k, |V | − 2, 2k − 2]2 ⊂ C2(G), if |V | is even.

Proof: By the result from [23], quoted before Corollary 4, our assumption that λ′(Γ) = 2k − 2 implies
that Γ is super-λ and thus λ(Γ) = k.

We make use of the well-known fact that the 2-rank of a symmetric matrix with 0-main-diagonal is
always even (see for example [18, Proposition 2.1]), and of the fact that C2(M) is either C2(G) or of
co-dimension 1 in it.

If |V | is odd, then C2(M) has rank |V | − 1 and so C2(M) = C2(G). If |V | is even, then C2(M) has
rank |V | − 2 and so is of co-dimension 1 in C2(G). Clearly C2(M) does not contain any row of C2(G),
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hence it does not contain any word of C2(G) of weight k (by Theorem 1), and so, by Theorem 4, it
contains only words of weight at least λ′(Γ) = 2k − 2, and thus this is the minimum weight. �

For many classes of graphs that have been examined individually, it was found that not only are the
words of minimum weight k in Cp(G) the scalar multiples of the rows of G for any p, but also the words
of minimum weight 2k − 2 in the code Ep(G) are the scalar multiples of the differences of the rows of
G from pairs of adjacent vertices. The complete graph Kn and the complete bipartite graph Kn,n are
examples of this: see [33, 34].

For p odd, Cp(M) is not related in the same way to Cp(G), and the code might not be particularly
interesting or useful as regards classification, as the minimum weight might be small. We show below in
Result 5 that an even cycle of length l in Γ gives rise to a word of weight l in Cp(M), so the minimum
weight of the code is at most the even girth: see [15, 35, 33, 34, 17] for some examples of this. In looking
for words in Cp(G)⊥, for all p, words in Cp(L(Γ)) for p odd were found, as is described in Result 5
below. For xy an edge of Γ, write

xy = {xz | z 6= y} ∪ {yz | z 6= x} = N(xy),

for the neighbours N(xy) of xy in the line graph L(Γ). Then, using notation as described in Section 2.1,
[14, Lemma 1] is as follows:

Result 5 ([14]) Let Γ be a graph, L(Γ) its line graph, and G an incidence matrix for Γ. If π =
(x1, . . . , xl) is a closed path in Γ, then

1. w(π) =
∑l−1
i=1 v

xixi+1 + vxlx1 ∈ C2(G)⊥, and wt(w(π)) = l;

2. if l = 2m and w(π) =
∑m
i=1 v

x2i−1x2i −
∑m−1
i=1 vx2ix2i+1 − vx2mx1 , then wt(w(π)) = l and w(π) ∈

Cp(G)⊥ for all primes p, and if p is odd,

w(π) = −1
2

[
m∑
i=1

vx2i−1x2i −
m−1∑
i=1

vx2ix2i+1 − vx2mx1

]
∈ Cp(L(Γ)).

8 Dual codes

As noted in Result 5, words in the dual code Cp(G)⊥, where G is an incidence matrix for a graph, can
be constructed from cycles in the graph, so that the dual code usually has small minimum weight. We
now make some general deductions using the graph properties about the existence of paths and words
in Cp(G)⊥. We note that when p = 2, C2(G)⊥ is also known as the cycle space of Γ. Properties of this
code were studied in [27, 28].

For an integer g ≥ 3 define Γg to be the graph obtained from two vertex-disjoint cycles

C = (u0, u1, . . . , ug−1) and C ′ = (v0, v1, . . . , vg−1)

of length g, by identifying u0 and v0. Thus Γg has 2g − 1 vertices and 2g edges.

Lemma 1 Let Γ = (V,E) be a connected graph of minimum degree at least 2 and of girth g ≥ 3. Then
at least one of the following is true:

1. Γ is a cycle of odd length;

2. Γ contains a cycle of even length;

3. |E| = 2g and Γ = Γg;

4. |E| ≥ 2g + 1.
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Proof: The proof makes use of two well-known facts: in a graph in which every vertex has degree at
least 2, no component is a tree (see for example [5, Theorem 3.3]) and so every component has a cycle;
and an edge that is not a bridge is contained in a cycle (see for example [5, Theorem 2.14]), so in a
graph with λ(Γ) ≥ 2, every edge is contained in a cycle.

We may assume that Γ is not a cycle, and that it does not contain a cycle of even length.
Case 1: λ(Γ) = 1, i.e. Γ has a bridge.
Let uv be a bridge of Γ. Let P be a longest path in Γ containing u and v such that all internal vertices of
P have degree 2 in Γ. It is clear that u, v is such a path if degΓ(u) ≥ 3 and degΓ(v) ≥ 3. If degΓ(u) ≥ 3
and degΓ(v) = 2 then let v1 6= u be the other neighbour of v and consider the path (u, v, v1). If
degΓ(v1) ≥ 3,then (u, v, v1) has the desired property. If degΓ = 2, then consider the path (u, v, v1, v2),
and so on. Note that in the process of extending the path no vertex vi can be repeated, so eventually
we reach a vertex vi of degree at least 3, for which the path (u, v, v1, v2, . . . , vi) has the desired property.
If degΓ(v) ≥ 3 and degΓ(u) = 2, or if degΓ(v) = degΓ(u) = 2, then the same argument yields the
desired path. Let u1 and v1 be the end vertices of P closest to u and v, respectively. Removing all
internal vertices of P from Γ yields a graph Γ′ with exactly two components which contain u1 and v1,
respectively. Since u1 and v1 have degree at least 3 in Γ, they have degree at least 2 in Γ′. The other
vertices of Γ′ have not lost a neighbour, so they still have degree at least 2. Hence each component of
Γ′ has a cycle, and thus contains at least g edges. In addition the graph Γ has |E(P )| ≥ 1 edges that
are not in Γ′ and so |E| ≥ 2g + |E(P )| ≥ 2g + 1, as desired.
Case 2: λ(Γ) ≥ 2.
It follows from the remark at the beginning of the proof that Γ has a cycle C. Since Γ is not a cycle,
there exists a vertex u of C which has a neighbour v not on C. Since λ(Γ) ≥ 2, there is a cycle C ′

through uv.
We show that C and C ′ share no vertex other than u. Suppose not. Then C ′ contains a vertex

w 6= u which is also on C. We can choose w such that C ′ contains a u − w path P ′ which does not
contain any internal vertex that is in C. The path P and the two u−w paths in C form a set of vertex
disjoint paths, such that the lengths of at least two of these paths have the same parity. These two
paths together form a cycle of even length, contradicting the fact that Γ has no cycle of even length.

Since C and C ′ share only one vertex, viz. u, the two cycles are edge-disjoint, hence |E| ≥ 2g. If
|E| = 2g, then Γ does not contain any edge besides the edges on C and C ′, so Γ is isomorphic to Γg,
which is only possible if ∆(Γ) ≥ 4. Hence, if ∆(Γ) = 3, we have |E| ≥ 2g + 1, as desired. �

Theorem 6 Let Γ be a connected graph of girth g and even girth ge. Let G be an incidence matrix for
Γ, C = Cp(G) where p is any prime, and d the minimum weight of C⊥.

1. If p = 2 or g is even then d = g.

2. If p is odd and g is odd then

d ≥
{

min{ge, 2g} if ∆(Γ) ≥ 4,
min{ge, 2g + 1} if ∆(Γ) ≤ 3,

Proof: We first show that d ≥ g for all p. Let x be a word of weight d in C⊥. Since Gxt = 0, we have
0 = Gvx

t =
∑
e∈Supp(x):v∈e xe for each vertex v of Γ. Hence each vertex v that is incident with an edge

in Supp(x) is incident with at least two edges in Supp(x). In other words, the subgraph Γ[Supp(x)] of Γ
induced by Supp(x) has minimum degree at least 2. Hence Γ[Supp(x)] contains a cycle, which implies
that Γ[Supp(x)] has at least g edges. Therefore, |Supp(x)| ≥ g, and so d ≥ g.

Now let p and g be odd. As above, the graph Γ[Supp(x)] has minimum degree at least 2. If
Γ[Supp(x)] contains an even cycle then we have wt(x) = |Supp(x)| ≥ ge(G) and we are done, so we
may assume that Γ[Supp(x)] does not contain an even cycle. Furthermore, Γ[Supp(x)] is not an odd
cycle. To see this suppose to the contrary that Γ[Supp(x)] is an odd cycle, say, (v1, v2, . . . , vk). Let
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a = xv1v2 , Then, since Gv2x
t = 0, we have xv2v3 = −a. Since Gv3x

t = 0, we get that xv3v4 = a
and so on. Continuing in this fashion we conclude that xvk−1vk

= a. Hence Gv1x
t = 2a. Since p is

odd, this implies xv1v2 = a = 0, contradicting the fact that v1v2 is in the support of x. Therefore,
Γ[Supp(x)] is not an odd cycle. By Lemma 1 the graph Γ[Supp(x)] has at least 2g edges. Hence
wt(x) = |Supp(x)| ≥ min{2g, ge}, as desired. If ∆(G) = 3, then Γ[Supp(x)] cannot have a vertex of
degree 4, so Γ[Supp(x)] is not isomorphic to Γg, and thus Γ[Supp(x)] has at least 2g + 1 edges, i.e.,
wt(x) ≥ 2g + 1.

It follows from Result 5 in Section 7 that d ≤ g if p = 2 or g is even. For completeness we give
a short graph-theoretic proof of these facts. Suppose p = 2. Let E′ be the set of edges of a cycle of
length g in Γ, and let x be the characteristic vector of E′, i.e., xe = 1 if e ∈ E′ and 0 otherwise. Then
wt(x) = g and it follows that Gvxt = 0 for every vertex on the cycle. Since also Gvx

t = 0 for each
vertex not on the cycle, we conclude that Gxt = 0, and so x ∈ C⊥. Hence d ≤ wt(x) = g, as required.

Now suppose g is even. Let C = v0, v1, . . . , vg−1,v0 be a shortest cycle of Γ. Let ei be the edge
vivi+1, for i = 0, 1, . . . , g − 1, where the indices are taken modulo g. Define xei = (−1)i for the edges
ei ∈ C, and xe = 0 if e ∈ E, e 6∈ C. It is easy to see that x has weight g, and that Gxt = 0, so x ∈ C⊥.
Hence d ≤ wt(x) = g, as asserted. �

Corollary 7 Let Γ be a connected graph of girth g, where g is odd, and even girth ge, and let every
vertex of Γ be on a cycle of length g. Let G be an incidence matrix for Γ, C = Cp(G) where p is odd,
and d the minimum weight of C⊥.

1. If Γ is 3-regular then d = min{ge, 2g + 1}.

2. If Γ is k-regular for k ≥ 4, then min{ge, 2g} ≤ d ≤ min{ge, 2g + 1}.

Proof: From Result 5, C⊥ has words of weight ge. So if ge ≤ 2g, using Theorem 6, we have d = ge and
a cycle of length ge will provide a word of this weight, as in Result 5. Otherwise ge > 2g, but since it
is even we have ge > 2g + 1. We construct a word of weight 2g + 1.

Since we take ge > 2g + 1, it follows that Γ contains no even cycle of length ≤ 2g. Choose a vertex
v of Γ. Then v is on a cycle C of length g. Let u be a neighbour of v not on C. Then u is also on a
cycle C ′ of length g. If C and C ′ share a vertex, then, arguing as in Case 2 of the proof of Lemma 1, it
follows that Γ has an even cycle of length ≤ 2g, contradicting our assumption. Hence we may assume
that the cycles C and C ′ are vertex disjoint. Let C = v0, v1, . . . , vg−1, v0 and C ′ = u0, u1, . . . , ug−1, u0,
where u = u0 and v = v0. Define the word x by

xe =

 (−1)i if e = uiui+1 or e = vivi+1,
−2 if e = uv,
0 otherwise.

It is easy to verify that Gxt = 0, so x ∈ C⊥, and has weight 2g + 1, and the stated results follow. �

We note that Corollary 7 applies, for example, to vertex-transitive graphs.

9 Permutation decoding

In [31, Lemma 7] the following was proved:

Result 6 Let C be a linear code with minimum weight d, I an information set, C the corresponding
check set and P = I∪C. Let G be an automorphism group of C, and n the maximum value of |O∩I|/|O|,
over the G-orbits O. If s = min(d 1

ne − 1, bd−1
2 c), then G is an s-PD-set for C.

This result holds for any information set. If the group G is transitive then |O| is the degree of the
group and |O ∩ I| is the dimension of the code. This is applicable to codes from incidence matrices of
connected regular graphs with automorphism groups transitive on edges, leading to the following result
from [16]:
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Result 7 Let Γ = (V,E) be a regular graph of valency k with automorphism group A transitive on
edges. Let M be an incidence matrix for Γ. If, for p a prime, C = Cp(M) = [|E|, |V | − ε, k]p, where
ε ∈ {0, 1, . . . , |V | − 1}, then any transitive subgroup of A will serve as a PD-set for full error correction
for C.

Thus Result 7 will hold for many of the classes covered by the theorems we have presented, since
for many of these classes the automorphism group is transitive on edges. Smaller PD-sets, or s-PD
sets can of course also be found, but in this case specific information sets need to be found, and this
can be difficult. A method of decoding introduced by Kroll and Vincenti [37, 38] in which a number of
information sets need to be found rather than a set of permutations, could be applicable.
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