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Abstract—The proliferation of the Internet of Things (IoT)
over the 2.4GHz has transformed the way people interact with
the world in their daily lives. For emerging applications requiring
diverse types of data, using IoT devices from different protocols,
such as Wi-Fi, Bluetooth, and ZigBee, for data collection will help
fulfill designated objectives. Hence, the increasing use of these IoT
devices will form a heterogeneous environment with inevitable
wireless coexistence. Due to the dynamic IoT environment, the
wireless transmission among heterogeneous IoT devices becomes
unknown and notoriously hard to manage, where the network
performance is always compromised. This paper leverages the RF
sensing information to develop a deep learning-based framework
for mitigating the cross-technology interference of the Wi-Fi-
based IoT system. Each IoT device can provide detailed Channel
State Information (CSI) of the transmission link, by which
the gateway uses Generative Adversarial Networks (GAN) for
building a detailed environmental RF map. Then, we propose
a CSl-inspired gateway topology management strategy to find
the optimal gateway location, anticipating reaching the highest
network throughput. To enhance the efficiency of the proposed
scheme, we also adopt the advanced differentiable augmentation
approach to reduce the training data size for gateway deploy-
ment. Extensive experimental results have demonstrated both the
feasibility and efficiency of our design.

I. INTRODUCTION

Wide deployment of the Internet of Things (IoT) is re-
shaping the way we interact with the world, as evidenced by
innovations such as wearable computing in healthcare, intel-
ligent controls of home appliances, and real-time machinery
health monitoring for smart manufacturing. For an application
requiring diverse types of data, leveraging IoT devices with
different wireless technologies to fulfill the objective becomes
a must [1], whereby a heterogeneous wireless environment is
a reality. Current mainstream IoT protocols, such as Wi-Fi,
ZigBee, and Bluetooth/Bluetooth Low Energy (BLE), heavily
overlap the Industrial, Scientific, and Medical (ISM) 2.4GHz
bands. The prevalence of these wireless coexistence among
heterogeneous IoT devices [2], [3] has congested the spectrum
[4], mainly due to the infeasibility of perfectly handling the
interferences.

Although the wireless coexistence has been extensively
studied over a decade [5]—[8], the question of “how to enhance
the network performance with the presence of interference”
still remains. Taking Wi-Fi and ZigBee coexistence on 2.4GHz
as an example, concurrent communication [5]-[8] achieves
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simultaneous data transmission by coordinating transmission
power, time slots, and sub-channels for devices with different
protocols. Unfortunately, this high-level coordination always
requires precise synchronization among all devices, which
is less practical and cannot perfectly handle the interference
caused by unknown co-existence devices.

Recent works on ubiquitous RF sensing [9]-[11] have
shown that the dynamics of the wireless channel can be
captured by Channel State Information (CSI) and Received
Signal Strength Indicator (RSSI) that are estimated from nor-
mal data transmissions. Instead of passively resolving system
degradation, this paper will explore data-driven approaches
to proactively enhance Wi-Fi-based IoT network performance
by adjusting the network topology. Specifically, the existence
of unknown interferences, e.g., cross-technology interferences
(CTD), always deteriorates the network throughput [12]. We
will exploit RF sensing to obtain channel status changes due
to CTI, then seek the optimal network topology of gateway
deployment for CTI mitigation. To find the best location where
the channel status is unknown, we will explore Generative Ad-
versarial Networks (GAN) for RF sensing data augmentation.

Our main contributions are listed as follows,

« To the best of our knowledge, we are the first to build an
explicit mapping between the received CTI-contaminated
CSI and the expected network throughput via network
topology changes.

o Following the idea in the computer vision domain, we
develop a CSlI-inspired Deep Convolutional GAN for CSI
data augmentation, anticipating generating a large-scale
synthetic CSI sample used for determining the optimal
network topology.

« To enhance the efficiency of the proposed GAN-based
CSI data augmentation, we are the first to adopt the
most advanced differentiable augmentation (DiffAug-
ment) method for balancing the training costs and lo-
calization prediction accuracy.

o We collect a large dataset consisting of more than 2 x 10%
CSI samples from 30 locations on a 3mx3m area, in
which CSI samples from 12 different ZigBee interference
locations have been incorporated. This real-world dataset
has validated the feasibility of the proposed design.

II. MOTIVATION

To verity how the CTI compromises the network work
performance, we conduct an experiment consisting of three
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Wi-Fi 802.11n IoT devices and a gateway, where Fig. la
demonstrates the experiment layout (outdoor). We randomly
select 10 positions to deploy a ZigBee device as a CTI
source on the experiment plane and evaluate the Wi-Fi up-
link throughputs from three Wi-Fi IoT devices (500 packets
5 times per device) while the ZigBee device continuously
sends 802.15.4 packets. The average packet delivery rate can
reach over 87% without the CTI. As a comparison in Fig.
1b, however, the existence of CTI compromises the network
throughput at each of the deployed locations, indicating that
deploying the gateway at the current location cannot serve
these IoT devices with the maximum packet delivery rate.
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Based on the theoretical analysis, the existence of CTI will
not only alter the result of CSI estimation but also largely
hamper the network throughput. Hence, the basic idea of
this paper is to analyze the CSI sequences to derive the
optimal deployment location of the gateway. Although this
RF sensing result is highly location-dependent, there are three
challenges ahead of finding the optimal location,

o Challenge (i): The infeasibility of having all CSI se-
quences from all locations (not enough data);

o Challenge (ii): The mapping between CTI-contaminated
CSI and gateway location remains unknown;

o Challenge (iii): The lack of an explicit relationship
between Wi-Fi throughput and received CSIL.

III. CSI-INSPIRED DEEP LEARNING-BASED CTI
MITIGATION

A. Design Overview

Our CTI mitigation scheme consists of three major build-
ing blocks as shown in Fig. 2. Although the CSI contains
abundant information for gateway localization, it is impossible
to collect CSI from all possible locations to find the optimal
position. Hence, to tackle Challenge (i), we construct a Deep
Convolutional Generative Adversarial Network (DCGAN) data
augmentation scheme for uplink CTI-contaminated CSI, antic-
ipating to generate a set of synthetic CSI samples that satisfy
the distribution of ground truth but cannot be retrieved in
practice. Then, the synthetic CSI samples will be fed into
two parallel modules, one for CSI-based gateway localization
and one for deriving the highest achievable throughput. For
Challenge (ii), a CNN model will be trained to investigate

the mapping between the ground truth CSI and the corre-
sponding location. To tackle Challenge (iii), we propose to
use a one-class support vector machine (OCSVM) in order to
evaluate whether the Wi-Fi packet via which the synthetic CSI
sequences are estimated can be received. Finally, a grid-based
location selection algorithm will be developed for the optimal
gateway location, predicts the higher network throughput.
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Fig. 2: CSI-Inspired Deep Learning Architecture
B. CSl-inspired GAN Design

First of all, to tackle Challenge (i), a naive way is to traverse
all possible locations as in [13], and evaluate the overall
throughput at each location, which is apparently infeasible
for the implementation in large-scale IoT systems. Hence,
we design a Generative Adversarial Network (GAN)-based
data augmentation scheme for uplink CTI-contaminated CSI,
anticipating generating a set of synthetic CSI samples that
satisfy the distribution of ground truth but cannot be retrieved
in practice. Following the design of GAN in the computer
vision domain, the CSI sample data can also be seen as an
“image” with a 2-dimensional matrix C, where the element
C(n,k), where n=1,2,--- N,and k = 1,2,--- | K are the
n-th antenna and the k-th subcarrier. N is the number of the
antenna, and K denotes the number of subcarriers at the Wi-Fi
receiver. For our case, we have N = 3, K = 30.

To design the GAN, we choose the deep Convolutional
Neural Network (CNN) as the generator and discriminator.
Suppose the ground truth CSI data h follows the distribution
h ~ pgaa(h) € H, where H is the domain of CSI sequences.
Meanwhile, we define the noise input z ~ N(0,1) € Z
follows Gaussian noise distribution. To build the Deep Con-
volutional Generative Adversarial Networks (DCGANs), a
mapping function G : Z — H is required for the translation
from Gaussian noise to CSI sequences. We also define the
discriminator, D, and D(h) denotes the probability that h
comes from the ground truth CSI. Based on [14], we elaborate
on the adversarial loss as

Lpcean (G, D H,Z) = Eypy(ny [log D(h)]
+ Ezno)llog(l — D(G(2))]
where the generator (G) tries to fool the discriminator
(D) by generating synthetic CSI that looks like real CTI-
contaminated CSI, while the discriminator will distinguish
the synthetic CSI G(z) and real h, leading to optimizing
ming maxp EDCGAN (G, D, H7 Z)

ey
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After playing this two-player minimax game for a number
of iterations, a set of synthetic CTI-contaminated CSI, h*,
will be generated across the experimental plane, featuring a
network topology having a CTI source.

Our DCGAN network will be trained using Stochastic
Adam Optimizer, which can help prevent overfitting and lead
to convergence in a quick manner. It is also computationally
efficient with little memory requirements. The following hy-
perparameters are used during the learning process. For both
the generator and the discriminator networks, the learning rate
for the Adam optimizer is 0.0002; the exponential decay rate
for the 1-st moment estimates is 0.5; the momentum in batch
normalization is 0.9, and the alpha in leaky ReLl.U is 0.2. For
the discriminator, an additional dropout layer is added with a
rate of 0.1. The activation used for the output dense layer is
a sigmoid function.

C. CNN-based Localization Model

The synthetic CSI samples will be fed into two parallel
modules, one for CSI-based localization, and one for deriving
the highest achievable throughput. For the Challenge (ii), a
CNN model will be trained to investigate the mapping between
the ground truth h; and the corresponding location (Z;, ¥;), by
which the final optimal location of the gateway can be deduced
together with the throughput analysis. In particular, we use
Mean Square Error (MSE) as the regression loss function,

1
ﬁloc = |7 Z[(jl - Ef)z + (gl - gf)2]7 (2)

where the (z¥, y¥) is the predicted location. Compared
with existing CSI-based localization schemes adopting deep
learning or machine learning [15]-[19], our developed CNN
localization model specifically requires the interference pattern
(in a form of noise) to be preserved in the CTI-contaminated
CSI samples.

When developing an accurate CNN model, a common
approach is to add a max pooling layer or batch normalization
layer [20] to each convolution layer, by which noisy signals
will be removed. Therefore, a tradeoff between noise effect
and localization accuracy must be made. For our design,
some max-pooling layers are selectively removed based on an
empirical study in Sec V-D on the localization performance.
Parameter Selection. The CNN-based localization model is
trained using the classical optimization algorithm Stochastic
Gradient Descent (SGD) with a learning rate of 0.001 and
a momentum of 0.9. The input to the CNN is the ground
truth CSI samples with the size 3 x 30 x 3 while the output
is the 2-dimensional gateway’s location. With this output,
the activation function is changed from Sigmoid to Tanh.
In addition, we take the Mean Squared Error (MSE) as the
loss metric instead of the accuracy. Given the trained CNN
network, we take the synthetic CSI samples in the first step
as the input and further predict the corresponding location of
the gateway.

D. Packet Reception Prediction

To tackle the Challenge (iii), a few tools [21] calculate
BER directly from received CSI samples via SNR estimation.
However, these tools simply discard the packet if its preambles
cannot be decoded, resulting in inaccurate network throughput.
For our design, the major obstacle is that it remains unknown
whether the synthetic CSI samples can be classified as it comes
from a valid received Wi-Fi packet. Hence, we argue that
all of the CSI obtained from real Wi-Fi packets will have
designated characteristics, while some synthetic CSI samples
may not have. On the other hand, it is unlikely to have
negative examples because the ground truth CSI samples can
only be obtained from received packets. Therefore, we first
employ the Principal Component Analysis (PCA) to extract
features from the ground truth h and evaluate the correlation
with the synthetic CSI sample h}. Then, instead of building
mathematical models, we use a One-Class Support Vector Ma-
chine (OCSVM) [22] to develop a packet reception prediction
model on h}, in order to evaluate whether the synthetic CSI
sequences can be estimated from a received Wi-Fi packet.

E. Grid-based PRR Calculation

From each synthetic CSI sample h}, ¢ = 1,2,.-- , M, the
predicted location information is denoted as (i’ﬁ7 s gf ), and the
associated packet reception result from OCSVM for each Wi-
Fi sender p;;, j = 0, 1, 2. To calculate the packet reception rate
at the gateway, we divide the entire area into several square
grids of the same size. We use the coordinates (x4,y,) to
represent each grid, g = 1,2,--- ,G. A grid-based algorithm
shown in Alg.1 is developed to calculate PRR for each grid. In
the algorithm, we first use Pr(x,,y,) to calculate the overall
number of packets sent from all senders when the gateway’s
position is in the grid(z4,y,). Then, we use Grid(z,,y,) to
record the number of the predicted gateway’s positions located
in the grid. The PRR(z,,y,) represents the PRR when the
gateway is located in Grid(z, y,).

Algorithm 1 Grid-based PRR Calculation
Require:
One-class classification result vector, p;;.
Predicted location vector determined by CNN, (z, ¢).
1: Initialize Grid(zg, y4) = 0, Pr(zy, y4) = 0 for g =
1,2,---,G.

2: for each ¢ do

3: if Ejpij > 0 then

4 Pr(j€7g§)) <_Pr(jfvzjf)""ijij
5 end if

6:  Grid(z?,9?) « Grid(z?,97) + 1

7. end for

8: for each z, and y, do

o PR, =

10: end for
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IV. ADVANCED SCHEME FOR ENHANCING TRAINING
EFFICIENCY

A. Motivation

The developed DCGAN requires the collection of a large
number of ground truth CSI for each of the locations of
the ZigBee CTI source. In our data collection process (ref.
Sec. V-A2), the dimension of the data is approximately 8, 370.
The offline training of the DCGAN model for each CTI
location costs an average of 1,376.2s on a desktop (Intel-
i7@3.8GHz and 32G RAM, 12 layers on the Generator and 8
layers on Discriminator including a total of 222,851 param-
eters). On the other hand, the CNN-based localization model
has 279,294 parameters, for which the training process takes
93.5 minutes for all ZigBee locations. Apparently, the training
process on both DCGAN and CNN largely compromises the
efficiency for timely network deployment. Fortunately, the
CNN-based localization model can be trained offline since it
learns the location of CSI data no matter the location of the
ZigBee interference source. However, regarding the DCGAN,
once the CTI source moves or relative distances among IoT
devices significantly change, the ground truth CSI has to be re-
collected while the retraining of DCGAN is needed. Therefore,
it is desirable to remedy the time consumption of training the
DCGAN.

B. Differentiable Augmentation for CSI

To enhance the efficiency of the developed scheme, we
plan to apply the differentiable augmentation scheme [23]-
[25] to reduce the training data size for DCGAN. Although the
numerical augmentation techniques have been widely adopted
in the computer vision domain, no existing work explores its
usage in augmenting the CSI samples. Each column of CSI
values represents the amplitude and phase responses strictly
to one subcarrier. The same value that happens on subcarrier
1 has a different meaning when it happens on subcarrier 2,
indicating the orientations in CSI are not changeable. Due to
the uniqueness of CSI samples, it is hard to apply flipping,
modifying color space, cropping, rotation, noise injection, or
data mixing to reduce the training data size.

In this advanced scheme design, we focus on using a cutout
approach, which randomly masks a region of data during the
GAN training process. As shown in Fig. 3, we introduce
differentiable augmentation at three phases while updating the
generator and the discriminator,

Ground Truth  x  7(y) Pt
csi r—
D(T(9)

Vs,
D(T(G(=))

(a) Generator-Aug.

Fig. 3: GAN with DiffAugment.

(b) Discriminator-Aug.

Phase 1. After CSI data was generated form generator;
Phase 2. While inputting ground truth data to discriminator;
Phase 3. When calculating the loss function for discriminator.

The loss function while updating the generator and discrim-
inator can be written as,

L6404y (G, Z) = Egno) [log(1 = D(T(G(2)))]  3)
L4, (DB, Z) = iy, [log(D(T (h))]

+ Ezonvo, [log(l — D(T(G(2)))]

where the T'(-) operator denotes the augmentation that is tak-

ing place. We implement the Cutout method, which randomly

suppresses 5 continuous sub-carriers CSI data to be zero. Note
that the cutout region will be randomly chosen.

V. PERFORMANCE EVALUATION

“

A. Experimental Implementation

1) Device and Environment Setup: For our experimental
study, Fig. 4a illustrates our implementation setup with 4
laptops, Lenovo ThinkPad T500 with Intel 5300 Wi-Fi NIC
running the 802.11n protocol, performed as one gateway
(collecting ground truth CSI) and three Wi-Fi senders. A
ZigBee LaunchPad TI CC2652R1 [26] was placed in the area
as the ZigBee interference source. Our experiment is carried
out on the university campus, an outdoor environment to avoid
multipath effects in signal propagation. Meanwhile, the chosen
experimental environment does not have any commercial Wi-
Fi coverage, and thus, no coexisting Wi-Fi signal will affect the
performance of our experiments, especially for CSI estimation.
Additionally, we show the specific locations that we use to
collect ground truth CSI based on different ZigBee locations
in Fig. 4b.

2) Datasets: Data Collection. On a 3m x3m square open
area, we place a ZigBee device in 12 different locations
as shown in Fig. 4b. For each location, the ZigBee device
continuously sends packets at the frequency of 2440 MHz
with a power of 5 dBm. At the same time, the Wi-Fi sender
at each of the 3 positions sends 500 random packets 5 times
to the gateway placed at 31 different locations with a central
frequency of 2442 MHz. The overlapped locations shown in
Fig. 4b denotes that the same spot has been used for both
the ZigBee device and Wi-Fi devices for collecting ground
truth CSI with the presence of CTI. Since our floor plan
is symmetric by nature, we omit the data collection for the
bottom right part for the ZigBee device deployment.
Collected Dataset. Our dataset mainly consists of ground truth
CSI samples given different CTI locations. The dimension of
the collected CSI sample in each packet is 3 x 30, where
3 is the number of antennas at the gateway, and 30 is the
number of subcarriers. With this setup, we will collect a total
of 12 x 31 x 500 x 3 x 30 x 3 x 5 = 2.51 x 10% CSI samples.
We split this dataset into multiple parts to appropriately train
and test the performance of deep learning models for each of
the experiments discussed in the following subsections.

B. Gateway Throughput Analysis

First, we evaluate how the different locations of ZigBee af-
fect the packet reception rate (PRR) of the gateway. The PRRs
from 31 receiving locations where ZigBee is located at two
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locations are shown in Fig. 5. The PRR at different locations
varies significantly when the relative distance between the
gateway and the ZigBee CTI sources changes. For example, as
shown in Fig. 4b, the gateway deployed at positions 25 and 26
has better PRR compared with that from a closer distance to
the CTI source, such as 14 and 19. In particular, the gateway
located at the same location as the ZigBee device suffers from
the most interference, where the PRR decreases drastically
compared to the neighboring locations.
1
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Fig. 5: G.T. PRR from Different ZigBee Locations.
C. Performance of DCGAN

The DCGAN training process adopts Stochastic Adam
Optimizer [27] to help prevent over-fitting. To verify the
correctness of GAN-based CSI data augmentation, we use

(b) ZigBee located at 3

Fréchet inception distance (FID) [28], a standard metric for
assessing the quality of GAN, to compare the distribution
of synthetic CSI samples and ground truth CSI on each
subcarrier, which is calculated as follows,

FID = |p1 — pi|* +tr(Z + By — 2(T8,) %), (5)

w and g, refer to the mean values of the real and generated
images, respectively, where > and X,, are the covariance
matrix of the real and generated feature vectors, respectively,
and tr(-) is the trace operator which sums up the elements
on the main diagonal of (-). Fig. 6 demonstrates: (i) the
increasing of ground truth data samples (e.g., CSI collected
from 20 or 30 locations, detailed shown in Table. I) leads
to synthetic CSI samples getting close to the ground truth
distribution (lower FID value); and (ii) the developed GAN-
based approach can generate highly accurate synthetic CSI
samples used for optimal deployment prediction. The above
result validates the feasibility of using GAN-based approaches
for CSI data augmentation.

Number Wi-Fi Sender’s Locations
10 2,9, 11, 13, 19, 20, 21, 23, 26, 29
20 besides 0, 4, 10, 14, 16, 22, 24, 25, 27, 28, 30
30 all of the locations besides 0

TABLE I: Wi-Fi Sender’s Ground Truth Locations

["2=10Toc. Avg. FID 0.12 —6—20 loc. Avg. FID 0.029 —&—30 loc. Avg. FID 0.021}H

FID value

? ?

subcarrier index

Fig. 6: FID of Synthetic CSI from Different G.T. CSI.

D. Performance of CNN-based Localization

Before we dive into the details of analyzing the PRR
performance of the synthetic CSI, it is of great importance to
first validate the performance of the CNN-based localization
model. In practice, two major factors can affect its perfor-
mance: model overfitting and training efficiency.

1) Comparison between images and CSI samples: To ad-
dress these problems, multiple layers are used in the CNN
model, e.g., using max pooling or batch normalization layers
to accelerate the training process and/or using dropout to avoid
overfitting the model. Although existing works [29], [30] im-
plement several different layers into the model, such as adding
batch normalization, dropout and max pooling layer after a few
or every convolutional layer to avoid overfitting and reduce
the computational cost, we found that those techniques are
incompatible in our design. Specifically, conventional CNNs
are used for image classification whose inputs are usually
512 x 512 x 3 or even bigger vector images. Thus, layers like
max pooling or dropout can efficiently reduce computational
costs without losing too much information about the images
themselves. In contrast, our input is a 3 x 30 x 3 CSI images,
which have a much smaller dimension and can not afford to
lose any “pixel”.
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Model-1 Model-2 Model-3
Conv2D-32-3
Baich-Norm | 051 303
Dropout Batch-Norm
Conv2D-64-3
Batch-Norm Dropout Conv2D-32-3
Maxpooline2D Conv2D-64-3 Conv2D-42-3
Dpr o ou% Batch-Norm Maxpooling2D
Conv2]§—128—3 Dropout Conv2D-128-3
Conv2D-128-3 Conv2D-128-3
Batch-Norm .
. Batch-Norm Maxpooling2D
Maxpooling2D
Dropout Dropout Flatten
Conv2D-128-3 Dense-20
Conv2D-128-3
Maxpooling Flatten Dropout
Dense-128 Dense-2
Flatten Dropout
Dense-128 P
Dense-2
Dropout
Dense-2

TABLE II: CNN Model Structure Comparison

2) Evaluation Results: We have tested several different
structures for the CNN model, where the detailed structures’
information is listed in Table II.

Fig. 7 shows the predictions of different ground truth
locations of CSI values by using different CNN structures.
Points with the same color denote they are labeled as the
same received location. In Fig. 7a, we implemented both batch
normalization and max pooling layers right after every single
convolutional layer. In this model, information is missing, and
points located in interior regions are mixed with each other,
which means the CNN can not discriminate the CSI values
from different location sources. In Fig. 7b, we used only batch
normalization layers after the first three convolutional layers.
In this case, the points located in the interior region are slightly
separated from each other but still mixed at some locations.
For instance, CSI labeled at locations 12 and 13 are scrambled,
and it is hard to decide on a clear boundary. On top of that,
the predictions of points in the outer region still form a line
shape. Finally, we adept max pooling layers only after every
two convolutional layers and use a different way to dense the
output. The result is shown in Fig. 7c, in which points in the
interior region all have clear boundaries and the predictions in
the outer region form like point sources, which makes more
sense than the previously discussed models.
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Fig. 7: CSI Predictions of Different CNN Model Structures.

E. PRR Calculation by PCA and OCSVM

We use PCA and OCSVM to decide whether the synthetic
CSI can be received or not and then use Alg. 1 to calculate

the packet reception rate of a location as the throughput.
Therefore, given a specific CTI source, the optimal location of
the gateway deployment can be found in Fig. 8. Apparently,
the predicted region with the maximum throughput varies
significantly with respect to the location of the CTI source.
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Fig. 8: Locations with Opt. Throughput by PCA.

In Fig. 8b, both 90% and optimal predictions are located at
the left side of the plane, which overlaps with ground truth
locations with higher throughputs. In Fig. 8c and Fig. 8d, the
prediction locations are not close to the ground truth with the
highest packet reception rate, which is 91.65% in Fig. 8c and
89.64% in Fig. 8d, respectively. However, in both cases, packet
reception rates are very close to all the ground truth locations.
In those scenarios, it is hard to distinguish where the gateway
is located due to their marginal difference.

For all 12 ZigBee locations, we compare the random se-
lection (1 out of 30 ground truth locations) and our approach
(optimal location) using the following equation,

E(P) —E(R)

Improvement = E(R) ,

(6)

where P and R denote the predicted and ground truth lo-
cations matrix, respectively. E(-) denotes the mean value of
all locations in the input matrix. By using Eq. (6), we can
conclude whether the PRR at the gateway has improved using
our design. The improvement ratios are listed in Table. III.
Together with the results in Fig. 8, the proposed scheme is
able to reach more than 95% overall throughput and more
than 10% average gain for all 12 ZigBee locations.
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Zigbee Location 1 2 3 4 5 6
Improvement (%) 642  12.87 8.69 7.28 10.66  13.12
ZigBee Location 7 8 9 10 11 12
Improvement (%) 2.39 8.72 15.13 16.87 2.57 15.78

TABLE III: PRR Improvement

FE. Evaluation of the Advanced Scheme

1) DiffAugment v.s. Basic Approach: FID Comparison.
The major benefit brought by the differentiable augmentation
is having a better GAN training result in terms of increased
closeness between the ground truth and the synthetic data. Fig.
9 compares the FID values given different training data sizes.
In particular, the FID value using 40% of the dataset with
differentiable augmentation is smaller than using the original
design, as shown in Fig. 10a. Meanwhile, the FID value of
using the differentiable augmentation remains similar when
using 40% and 100% of the dataset, which indicates we can
use less dataset to achieve the same GAN training result.

[-a—0riginal (avg FID: 0.928) ~e—DiffAugm. (avg FID: 0.188)] [-a—0riginal (avg FID: 1.18) —o~DiffAugm. (avg FID: 0.19)]

FID value
8 ¢ &
FID value

msubcar:ier indei:
(b) Location 2, 100%

251 [=&—Original (avg FID: 1.359) —&— DiffAugm. (avg FID: 0.231)]
2

0 B
subcarrier index

(a) Location 2, 40%

.| [2&=Original (avg FID: 0.886) e~ DiffAugm. (avg FID: 0.224)

FID value
FID value

m 3 )
subcarrier index

(d) Location 5, 100%

! subcar:ier inde:
(¢) Location 5, 40%
Fig. 9: FID Comparison, Original v.s. DiffAugment.

Location Prediction Comparison. We also evaluate how
the DiffAugment will improve the final location prediction
performances as shown in Fig. 10. Using the same amount of
dataset (100% in both locations), the differentiable augmen-
tation approach will help predict a more precise location as
shown in Fig. 10a and Fig. 10c, both of which demonstrate the
effectiveness of using the advanced scheme. On the other hand,
the above two figures also show that the prediction results
with differentiable augmentation are identical to the original
scheme, rendering more flexibility in using fewer datasets for
training to improve the scheme efficiency.

2) Improvement of PRR: Although using DiffAugment can
significantly reduce the time consumption at the GAN training
process, it remains unknown on how well it performs using the
proposed design. The main reason, though, is that there is a
lack of standard measurement on jointly evaluating the optimal
localization performance and the expected PRR compared with
that of the surrounding ground truth location. Therefore, we
propose a new metric to evaluate the “optimality” of the
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Fig. 10: PRR Calculated by PCA in Original and Using
DiffAugment.

(d) Loaction 12, Original

proposed design,

score — 1 XI: H%:l Td(Opza Gmin,m) : dlS(Opu Gmin,m)

I i=1 H717,V=1 Td(Opza Gmax,n) . dlS(Opu Gmax,n)(;)
where I is the total number of Synthetic CSI values with
optimal PRR. Op; denotes the i-th optimal points determined
by PCA. We consider first N ground truth points which have
the best throughput, and last M ground truth points which have
the worst throughput, where G'in, ., denotes the m-th ground
truth point with minimum throughput and Gin,» denotes the
n-th ground truth point with maximum throughput. Td(a, b) is
the operator which calculates the throughput difference point
between a and b. dis(a, b) is the operator that calculates the
two-dimensional Euclidean distance between point a and b.

For this evaluation, we take ZigBee CTI at location 12
as an example. In Fig. 11, both original and differentiable
augmentation results with 40%, 60% and 100% data for
training GAN are shown. With the differentiable augmenta-
tion technique, the number of predicted optimal locations is
reduced compared to the original scheme. The main reason for
having a more accurate prediction is that using differentiable
augmentation for GAN training can better learn the different
characteristics of training data, leading to Synthetic CSI values
being more distinctive if they represent CSI values from
different locations. The above experimental results validate the
theoretical analysis in Sec. V-F1, in which utilizing differen-
tiable augmentation increases the accuracy of prediction. On
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Fig. 11: Original Scheme PRR Comparison Using DiffAug-
ment with Subset.

the other hand, the distribution of predicted optimal locations
is not exactly the same with different sizes of training datasets.
For example, the predicted optimal locations using 100% data
stay in the middle of the plane, while that only using 60% will
be more towards the upper part. This result demonstrates the
optimal region with the highest PRR is not unique. Therefore,
it is likely that multiple regions (locations) can be predicted,
which highly depends on the distribution of the input synthetic
CSI samples.

By using the metric in Eq. (7), the scores are listed in
Table IV, in which two best PRRs and two worst PRRs have
been taken into consideration (M = N = 2). When only
using 40% of data for training, both original and differentiable
augmentation schemes have scores of 11.1977 and 11.3384,
respectively, because the training data are too few for GAN
to learn effectively. While using 60% of data, the score of
using differentiable augmentation is 71% higher than the
original scheme and only 16% lower than using 100% data
in the original scheme. In other words, the developed metric
encourages the predicted location to be as close to the ground
truth locations with higher throughput.

Original Scheme Diff. Augmentation

40 % 11.1977 11.3384
60 % 23.242 39.9245
100% 47.9958 10719.3411

TABLE IV: Subset Size Comparison

3) Training Efficiency Gain: The major efficiency gain
brought by using differentiable augmentation is the time
consumption on DCGAN training. Fig. 12 shows the com-
parison of FID scores along with the time consumption of
DCGAN. Using differentiable augmentation will increase the
time consumption for each given percentage of the used dataset
due to the additional operations on the cutout. However, having
the same FID score, say, 0.233, it took 21.7 minutes to train
100% data in the original scheme, while we only need 40%
data and cost 10.75 minutes with differentiable augmentation.
If we can further tolerate the FID, we can use 20% of data
with a little bit more than 5 minutes to accomplish the DCGAN
training.

[ Original Duration
I OiffAug Duration
Original FID

DiffAug FID

GAN Training Duration (min)

20% 40% 60% 80% 100%
Subset Size

Fig. 12: Accuracy and Efficiency Improvement

To conclude, using differentiable augmentation can effec-
tively reduce the time consumption and the size of data needed
for training GAN while maintaining higher accuracy than the
original scheme.

VI. RELATED WORK
A. DL/ML-enabled Wireless Localization

Wi-Fi-based localization has been discussed for more than
a decade, with extensive work from using the RSSI to CSI-
based localization. In recent years, there have been some
research works adopting DL/ML approaches to analyze the
CSI sequences [31], [32]. Given the different application back-
grounds, the use of contaminated CSI for localization has not
been discussed in the above works. In [31], the authors frame
their localization problem as an image translation problem for
localizing the object and further enabling indoor navigation.
Apparently, our work differs from the fact that the CSI samples
in our case have been compromised by CTI, for which directly
using the results from image translation research will not work.

B. Data Augmentations for GAN

Time consumption and overfitting problems are critical
when training neural networks. There are numerous tech-
niques focusing on addressing those problems. For example,
[23]-[25] apply differentiable augmentation techniques such
as cutout, rotation, adding noise, etc, while training neural
network models to increase training efficiency and reduce
overfitting. In [24], the author lowered the FID value by
40% and 46% by using only 20% and 10% data between
applying and without applying differentiable augmentation,
respectively. While all the previous works use images as input,
the same model can not directly migrate to our model since
CSI values are sensitive to subcarriers. We adopt the essence
of the differentiable augmentation technique and implement a
suitable augmented GAN model to improve efficiency.

VII. CONCLUSION

In this paper, we revisit a classic problem in wireless
coexistence, i.e., CTI mitigation for throughput enhancement
in a heterogeneous wireless system. Different from traditional
approaches, we assume the gateway is rapidly deployable,
which can alleviate the original CTI and enhance the network
throughput. Our proposed scheme takes advantage of CSI to
analyze the RF environment and further constructs a DCGAN
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to augment the CSI sample data for unknown locations. The
synthetic CSI sample will then be used to predict the optimal
gateway position and determine the expected throughput via a
CNN and PCA model. We conduct a thorough analysis based
on real-world experiments, and the average throughput can be
improved for 10.04% for 12 ZigBee locations. Furthermore,
we apply the differentiable augmentation in our DCGAN to
improve training efficiency. With differentiable augmentation,
we only need 40% of synthetic CSI data for DCGAN training
while lowering the training time to 50.46%.
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