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Abstract
Human faces have been widely adopted in many applications and
systems requiring a high-security standard. Although face authen-
tication is deemed to be mature nowadays, many existing works
have demonstrated not only the privacy leakage of facial informa-
tion but also the success of spoofing attacks on face biometrics.
The critical reason behind this is the failure of liveness detection
in biometrics. This work advances most biometric-based user au-
thentication schemes by exploring dynamic biometrics (human
facial activities) rather than traditional static biometrics (human
faces). Inspired by observations from psychology, we propose the
mmFaceID to leverage humans’ dynamic facial activities when per-
forming word reading for achieving robust, highly accurate, and
effective user authentication via mmWave sensing. By addressing a
series of technical challenges of capturing micro-level facial muscle
movements using a mmWave sensor, we build a neural network to
reconstruct facial activities via estimated expression parameters.
Then, unique features can be extracted to enable robust user au-
thentication regardless of relative distances and orientations. We
conduct comprehensive experiments on 23 participants to evalu-
ate mmFaceID in terms of distances/orientations, length of word
lists, occlusion, and language backgrounds, demonstrating an au-
thentication accuracy of 94.7%. We also extend our evaluation in
a real IoT scenario. By speaking real IoT commends, the average
authentication accuracy can reach up to 92.28%.
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1 Introduction
Biometrics-based user authentication has been widely adopted in
many sensitive applications and systems, such as online banking
[47], healthcare [42], mobile devices [73], voice-controlled smart
home [62], and access control in secure facilities [2]. Most of those
authentication schemes adopt faces, fingerprints, iris, and voice for
identifying authorized users, in which unique biological charac-
teristics can be extracted. However, many recent research works
have shown the success of replay attacks to spoof the user’s face
[18, 59], fingerprint [23, 44], iris [9, 55], and voice [21, 76]. Among
those, for example, Apple FaceID leverages the TrueDepth sensor
to defend against spoofing attacks using 2D face images, but the
3D-printed face can bypass the face authentication [81]. To further
enhance the security level, current practices usually adopt multi-
factor authentication by demanding additional biometrics or cre-
dentials, e.g., asking users to blink their eyes during authentication
in addition to FaceID, which obviously compromises usability. The
fundamental reason for this imperfection is that most biometrics
are static. Therefore, additional biometrics/credentials are needed
to introduce the liveness detection [37, 81], i.e., this user is a real
person who follows the instruction of “blink eyes" rather than a 3D-
printed face. Existing research works have explored the integration
of user authentication and liveness detection (e.g., lip movement
[32, 40], blink rate [93], pupil response [94], speech-induce facial
vibration[60]). To achieve the authentication, some designs even
require sophisticated hardware design [81] or specialized sensors
[37, 91]. Even worse, among those using the onboard camera for
collecting sensitive facial information as biometrics [32, 37, 91],
users’ privacy is inevitably compromised.

Motivated by studies [77] in psychology where humans have
a better recognition of a face in motion than a static face, we ask
can we design a user authentication scheme that leverages a
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dynamic facial activity as the biometric? Hence, the liveness of
the user is automatically verified. Due to its preeminent feature of
privacy preservation and capturing minor movements or vibrations,
mmWave sensing has shown its advantages in liveness detection
[33, 39, 68], for which many commercial smart home devices, such
as Aqara Presence Sensor [54], have adopted it for human presence
and motion sensing. We assume a smart home scenario as in Fig. 1,
the user only needs to perform facial activities (e.g., reading "turn on
the light" within seconds) in front of an IoT device equipped with an
mmWave sensor. Then, the corresponding smart home application
can verify whether she/he is the legitimate user. In particular, each
individual’s facial activity is driven by a combination of muscle
movements in the face area (including lips, chin, jaws, and nose)
[41]. Thosemovements are highly related to genetic factors, cultural
backgrounds, and personal experiences [6, 17, 43, 71], leading to
individually unique patterns. For example, twins, who share the
same genes, may be able to unlock each other’s iPhones using Face
ID. However, their reactions to a comedy video, such as smirking
versus laughing, may vary significantly. Most importantly, while
the face contour can be easily replicated, dynamic facial activities
are more complex and extremely hard to imitate.

Facial 
Muscle
Movement

Time

mmWave
sensor

Facial
Activity

Figure 1: Illustration of mmFaceID System
To capture micro-level muscle movements in facial activities, in

this paper, we propose mmFaceID, a mmWave-based user authenti-
cation scheme that leverages the newly identified dynamic facial ac-
tivity biometric. Different from camera or video-based approaches,
the proposed mmWave-based method could capture finer-grained
facial movements [34], protect privacy and be resilient to low light
conditions and occlusions [78], which extends the application sce-
narios from smart home to healthcare and industrial warehouses
where privacy or wearing mask is needed. Our main contributions
are as follows,
• Our proposed mmFaceID system validates human facial activity
as a behavioral biometric for user authentication without compro-
mising users’ privacy.
• We tackle the hardware limitation of the COTS mmWave sensor
to implement 2D DoA for capturing fine-grained 3D facial activities.
• Before user authentication, we reconstruct facial activities via
estimated facial parameters to make the authentication robust to
distances/orientations and achieves high efficiency for new users.
• We design experiments using word reading including real IoT
commands to ensure the universality, uniqueness, and permanence
of facial activity biometrics. Based on the experiment result from
23 participants, mmFaceID has a 94.7% true positive rate.

2 Motivation and Preliminaries
To design a mmWave-based facial activity biometric authentication
scheme, the very first question to ask is how to choose proper facial

activities for user authentication? Human facial activities are usually
deemed to be unlimited. Even the same person behaves differently
on one facial expression under different scenarios. Hence, to ensure
the universality, uniqueness, and permanence requirements in
biometric authentication, the selected facial activity should 1) be
easily performed by any individual; 2) unique to different people;
and 3) remain invariant on each individual for a relatively long pe-
riod (e.g., a few years), respectively. Finally, the proposed biometric
must provide a high uncertainty in terms of high entropy to ensure
robust authentication.
2.1 Rationale of Facial Activity Biometric
Diverse types of facial activities mainly result from a series of
multiple mimetic muscle movements. As shown in Fig. 2, when
performing facial activities, the brain triggers the mimetic mus-
cles through a neuromuscular signal that varies [26], resulting in
diverse coordination, timing, and strength of the mimetic muscle
contractions [13]. Besides, people have different strength levels in
their mimetic muscles, which will influence the range and intensity
of facial activities [53].
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Figure 2: Memetic Muscles via Neuromuscular Signal
The neuromuscular signals and the corresponding mimetic mus-

cle movements vary significantly among different people mainly
from the following three perspectives,
• Genetic Factor. The human gene affects the memetic muscle by
the distribution of fiber types, muscle attachment points, neural
pathways, neurotransmitters, and bone structure [3, 70]. Taking
the distribution of fiber types as an example, slow-twitch fibers
contract sustainably, ideal for subtle expressions like a smirk, while
fast-twitch fibers generate quick and forceful movements suited
for wide grins or expressions of surprise. The distribution of these
fiber types is affected by genes and varies between individuals,
impacting facial activity intensity and control [57].
• Cultural Differences. Different cultures have varying norms
and rules about performing facial activities [17]. For instance, some
cultures might encourage more expressive displays of emotion,
while others might promote more reserved expressions.
• Personal Experience. Individual life experiences can also shape
how a person performs facial activity. Someone who has expe-
rienced certain events may have a unique pattern of expressing
emotions on his/her face [6, 43].

In summary, using facial activity as a biometricmeets theunique-
ness requirement, which can be considered for use in an authenti-
cation scheme. However, as one of the main sub-categories of facial
activities, human facial expressions (e.g., anger, fear, happiness, and
surprise) may vary significantly for an individual user even given
the same stimuli. Hence, expression-based facial activities are not
ideal to be used as biometrics for authentication purposes.
2.2 Motivation
Compared with facial expressions, the facial activities when per-
forming word reading are different [7]. Each word in a language
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has a dedicated pronunciation rule that will not frequently change
for each individual (i.e., meeting the requirement of universality
and permanence). Besides, each individual has his/her own ways
of how to pronounce a word. For example, when producing an "A"
sound in "Apple", the person with a stronger orbicularis oris might
control his/her lip movements more precisely, affecting the shape
and size of his/her mouth opening [61]. Hence, how to capture
this kind of uniqueness during word speaking becomes the main
challenge for user authentication.
2.3 Preliminary Study
To verify our design intuition, we conduct a preliminary study
to examine the feasibility of using human facial activity when
performing word reading for user authentication.

2.3.1 Data Collection and Analysis. We first use a camera to collect
the videowhen subjects are readingwords. Specifically, two subjects
are asked to sit in the same position and pronounce some words
Arm, Sharp, Car, Time, Why, Bar (please refer Sec.6.3 for word
selection policy). The distance/angle between the subject and the
camera is 30cm/0◦.

We adopt 3D Morphable Model (3DMM) [24], a commonly used
face model, to analyze the facial activities from the collected video
and obtain the expression parameters. The 3DMM model can be
described as follows,

S = S + A𝑖𝑑𝜶 𝑖𝑑 + A𝑒𝑥𝑝𝜶 𝑒𝑥𝑝 (1)
where S is the 3D face mesh, S is the mean 3D shape, 𝜶 𝑖𝑑 is the
shape parameter of the 3D shape base A𝑖𝑑 (i.e., face contour, not
the main focus of this work), Aexp is the expression base, and 𝜶 exp
is the expression parameter. Note that Aexp and 𝜶 exp contains no
identity information. Any facial activity can be represented as a
combination of 29 preset expressions in 3DMM, and the expression
parameter is the weight for preset facial expressions [24].

2.3.2 Experimental Results. We first evaluate 1) whether differ-
ent human facial activities can be captured when reading different
words; and 2) whether the performed facial activity is similar among
different recording samples. One of the experimental results show-
ing a mouth-related expression parameter from 𝜶 exp is presented
in Fig. 3. To verify the permanence characteristic, subjects are
asked to perform the same set of expressions/word-reading once
on 3 consecutive days. The value of facial expressions vary signifi-
cantly across days, and thus cannot be used in authentication. In
contrast, the value of reading words is almost identical and meets
the permanence requirement.
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Figure 3: Facial Expression Vs. Word Reading
Taking a step further, we show the uniqueness of facial activity

biometrics among different subjects. By reading the same words,

the two subjects behave significantly differently in terms of the
values in both the expression parameters 5 and 8 as in Fig. 4. Besides,
due to different cultural backgrounds, the duration of Subject 2 is
longer than Subject 1.
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Figure 4: Expression Parameters Comparison

2.3.3 mmWave Sensing-based Validation. We replace the video
camera with a mmWave sensor (TI AWR1843BOOST EVM) con-
nected with a data capture card (TI DCA1000EVM) to capture the
same facial activities. We use velocity-FFT [36] to compute the
velocity of minor facial muscle movements while reading the same
words. As shown in Fig. 5, the calculated velocity also demonstrates
uniqueness and permanence of facial activities.
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Figure 5: Muscle Movement via a mmWave Sensor

2.4 Entropy Analysis on Facial Activity
Entropy has been widely used to evaluate the security strength of
authentication schemes [63]. The classic entropy for a variable 𝑥
with the distribution 𝑃 (𝑥) is defined as 𝐻 = −∑

𝑥∈𝑋 𝑃 (𝑥) log 𝑃 (𝑥).
Bringing this to evaluate the biometrics, however, ignores intra-
user variability by assuming each user has fixed biometric features
and overestimates biometric information. Current research works
[1, 63, 85] adopt relative entropy, 𝐷 (𝑝 ∥𝑞), which quantifies the
degree of a single user’s feature distributions diverge from those
of the population [94]. For expression parameter 𝜶 𝒊exp, we can
extract 𝐹 features and relative entropy can be defined as,

𝐷𝑖 (𝑝 ∥𝑞) =
∫
X

𝑃 (X) log2 (𝑃 (X)/𝑄 (X)) 𝑑X (2)

where 𝑃 (X) and 𝑄 (X) is feature distributions of an individual and
overall population, X is the feature space of 𝐹 features. With 𝑁𝑝

(individual) and 𝑁𝑞 (overall population) samples for feature in 𝐹 ,
the feature mean (𝜇𝑝 , 𝜇𝑞) and covariance matrix (Σ𝑝 ,Σ𝑞) can be
obtained from feature matrix M𝑝 (𝐹 ×𝑁𝑝 ) and M𝑞 (𝐹 ×𝑁𝑞 ), respec-
tively. We assume X follows Gaussian distribution, then 𝐷𝑖 (𝑝 ∥𝑞)
can be calculated as,

𝐷𝑖 (𝑝 ∥𝑞) =
(
log2

√
𝑒

)
×
(
𝛼 + tr

( (
Σ𝑝 + T

)
Σ−1
𝑞 − I

))
(3)

where 𝛼 = ln(
��Σ𝑞

�� /��Σ𝑝

��) and T =
(
𝜇𝑝 − 𝜇𝑞

)𝑡 (
𝜇𝑝 − 𝜇𝑞

)
[63]. As dis-

cussed in [1], correlated features are less informative than uncorre-
lated ones, resulting in a decrease of 𝐷𝑖 (𝑝 ∥𝑞). Hence, we extract 𝐺
(𝐺 ≤ 𝐹 ) mutually independent and important features by Principal
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Figure 6: mmFaceID System Overview

Component Analysis (PCA), which can be calculated by Singular
Value Decomposition (SVD) as,

US𝑞U𝑡 = svd
(
Σ𝑞

)
(4)

where U is orthonormal and S𝑞 is diagonal. The value of S𝑞 indicates
the significance of each feature in PCA space. Then, we sort the
principal components in descending order of explained variance
(𝜎2) to determine 𝐺 as,

𝐺 = min

{
𝑛 ∈ [1, 𝐹 ] :

𝑛∑︁
𝑚=1

𝜎2𝑚∑𝐹
𝑗=1 𝜎

2
𝑗

> 𝑡ℎ

}
(5)

where 𝑡ℎ ∈ [0, 1] is the preset threshold. This equation finds the
min 𝑛 whose cumulative variance ratio is greater than 𝑡ℎ. Hence,
Σ𝑝 is decomposed as S𝑝 = U𝑡

𝚺𝑝U, and 𝐷𝑖 (𝑝 ∥𝑞) can be rewritten
in the PCA space as,

𝐷𝑖 (𝑝 ∥𝑞) = 𝑘

(
𝛽 + tr

(
U
( (

S𝑝 + S𝑡
)

S𝑞−1 − I
)

U𝑡
))

(6)

where 𝑘 = log2
√
𝑒 , 𝛽 = ln(

��S𝑞 �� /��S𝑝 ��), and S𝑡 = U𝑡TU. Since each
expression parameter stands for a unique facial expression and
is uncorrelated to each other [25], the relative entropy from 𝑁

expression parameters can be summed as,
𝐷 (𝑝 ∥𝑞) = ∑𝑁

𝑖=1 𝐷
𝑖 (𝑝 ∥𝑞). (7)

3 System Overview
By leveraging users’ facial activities during word reading, our pro-
posed mmFaceID system can be implemented in many scenarios
such as smart home where users’ identity can be simultaneously
verified when they say some commands/words. The user first needs
to train his/her model based on the given commands/words. Then,
in order to get authenticated, he/she only needs to speak the pre-
trained commands/words within seconds.
3.1 System Framework Design
As shown in Fig. 6, the proposed system mainly consists of the
following three modules.
• mmWave sensing and signal preprocessing. Traditional 1D
DoA can only capture 2D projection of 3D facial activity, resutling
unnecessary information lost.We overcome the hardware limitation
and innovatively implement 2D DoA on COTS mmWave sensor to
acquire the range-azimuth-elevation spectrum of facial activities.
After computing 2D DoA and velocity-FFT, the output range-2D
DOA and range-velocity are used to extract spatial features and
temporal features of facial activities.
• Facial activity reconstruction. Existing RF-based face authen-
tication schemes [11, 27] directly use raw signal for authentication,

the accuracy will severely degrade due to the sensitivity of RF sig-
nals with respect to distance/orientation. Hence, this module will
develop a neural network based on Conv-LSTM to reconstruct fa-
cial activity via estimated facial expression parameters. With the
range-2D DoA and range-velocity as the input, the output of this
module would be a set of expression parameters capturing facial
activities.
• User authentication. This module aims to identify whether it
is the legitimate user from the reconstructed facial activity. The
expression parameters estimated from the reconstruction module
will be used to extract facial activity features via a CNN-based
neural network. Finally, the output of the CNN will be a probability
determining whether he/she is a legitimate user or non-user.

3.2 Adversarial Assumptions
To compromise the proposed mmFaceID, the adversary’s goal is to
impersonate the legitimate user and gain unauthorized access. This
work pertains to the discussion of the following commonly seen
attacks.
• Zero-effort attack. The adversary does not have any side infor-
mation about the password or the authentication process but will
try to get authenticated via random guessing.
• Replay attack. The adversary records the video during the au-
thentication process of the legitimate user and replays it to gain
access.
• Shoulder-surfing attack. The adversary observes the authen-
tication process of the legitimate user. Then, he/she mimics the
observed facial activity of the legitimate user.

We also assume the adversary cannot build a 3D dynamic facial
activity model from the legitimate user. Other than building a 3D
face replica via 3D printing for authentication [81], it is extremely
costly to generate a dynamic face model that can adjust facial
muscles. Besides, this may need active cooperation from a legitimate
user to capture his/her facial movements via specialized devices.

4 mmWave Sensing on Facial Activites
When performing facial activities, the facial muscle moves in a
3D space (spatial feature) and across time (temporal feature). We
propose to implement 2D DoA to generate face "imaging" to obtain
spatial feature and Velocity-FFT to capture temporal feature.

4.1 Sensing Data Preprocessing
As shown in Fig. 7, the mmWave sensor continuously transmits
frequency-modulated continuous wave (FMCW) from the antenna
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array to the face. When the subject performs facial activities, the
transmitted signal is reflected from different points on the human
face and received by the receiver array of the mmWave sensor.
The received signal and the transmitted signal are mixed to obtain
the intermediate frequency (IF) signal [31]. After collecting the
reflected IF signal, we first apply range-FFT to calculate the range
of an object, which can be represented as,

𝑟 = 𝑐 𝑓𝑇𝑐/2𝐵 (8)
where 𝑟 is the range of the object, and 𝑓 is the frequency of the IF
signal. The value of 𝑟 is discrete and each possible value is referred to
as the range bin [36], where the typical interval between range bins
is about 4cm. The result of range-FFT is range-profile depicting
the reflected signal from all 𝑟 . The result of range-FFT (i.e., the
range profile) only contains the 1D range information (𝑟 ) of the
object. However, when the facial muscle with different 𝑟 moves
in the 2D facial plane, the dynamic facial activity contains 3D
information including range (𝑟 ), azimuth angle (𝜃 ), and elevation
angle (𝜙). Hence, we propose to adopt Time-Division Multiplexing
(TDM) to achieve 2 Dimension Direction of Arrival (2D DOA),
which will depict the shape of the face in a certain moment (spatial
feature) and range-velocity to describe the motion of facial muscle
movement along with time (temporal feature).

Range
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Rx 1

Azimuth

Elevation

Incident signal 1
Incident signal 2

Rx 2 Rx 3

Azimuth

Elevation
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Spatial Feature

Temporal Feature

Facial plane

Figure 7: Spatial and Temporal Feature Extraction

4.2 Extracting Spatial Features
4.2.1 Shortcomings of Traditional 1D DoA. Traditional ways (e.g.,
point clouds [83]) of finding spatial features for depicting the shape
of the object usually adopt 1D DOA for each 𝑟 . The result of 1D DoA
is a vector containing signal strength in 𝜃 or 𝜙 . However, the 1D
DoA approach assumes only one subject per range bin and cannot
sense multiple objects in the same range bin.

Azimuth
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A B

1D DOA

A

Azimuth

Elevation

Azimuth

Elevation

B

2D DOA

Same

Result of 1D DoA Result of 2D DoA
A

Azimuth

Elevation

Azimuth

Elevation

B
Multi-Objects at Same Range Bin

Figure 8: Comparison between 2D DoA and 1D DoA

As illustrated in Fig. 8, A and B are two (multiple) objects in
the same range bin with different layouts, the results of using 1D
DoA cannot fully picture the Azimuth and Elevation of the original
layout, resulting in the same sensing results. On the other hand,
the result of 2D DoA approach is a 2D matrix containing Azimuth-
Elevation (𝜃 -𝜙). It contains a complete spatial feature of both objects
instead of a compressed 1D version using 1DDoA. In other words, 𝜃 -
𝜙 is compressed to 𝜃 or𝜙 when using 1DDoA, and thus a significant
amount of needed information may be lost. Although 1D DoA can
output 𝑟 -𝜙-𝜃 (e.g., point clouds in [83]), it assumes only one object

per range bin. Therefore, all existing designs fail to capture multiple
facial muscle movements in the same range bin.

As compared in Tab. 1, current implementations of 2D DoA
highly rely on customized devices with complex antenna arrays.
Even the TI official document [12] claims to achieve 2D DoA using
the COTS mmWave sensor, no existing research works have ever
developed any mature schemes due to the lack of detailed code.

System Device DoA Output

mmeye [88] 60GHz Wi-Fi 2D DoA 𝜃 -𝜙
Ren et al. [51] 2.4GHz Wi-Fi 2D DoA 𝜃 -𝜙
mm3DFace [78] COTS mmWave 1D DoA 𝑟 -𝜙 ,𝑟 -𝜃
mmMesh [83] COTS mmWave 1D DoA 𝑟 -𝜙-𝜃 (Point Clouds)
m4Mesh [82] COTS mmWave 1D DoA 𝑟 -𝜃 , 𝑟 -𝜙-𝜃 (Point Clouds)

m3track [31] COTS mmWave 1D DoA 𝑟 -𝜙 , 𝑟 -𝜃 , 𝑟 -𝜙-𝜃 (Point
Clouds)

mmFaceID COTS mmWave 2D DoA 𝑟 -𝜙-𝜃 (3D Spectrum)

Table 1: Comparision among DoA Schemes

4.2.2 Face Scanning via 2D DoA . As shown in the bottom left of
Fig. 9, the receiver array of a COTS mmWave sensor is a linear
array with four receivers. This physical layout design only allows
us to obtain either 𝜃 or 𝜙 , not 𝜃 -𝜙 , from calculating the angle (of
the plane) that is perpendicular to the plane of the receiver antenna
array. According to [5], the current 2D layout of the transmitters is
the same as a single antenna with more transmission power when
transmitting signals, making the 2D DoA infeasible.
• TDM-induced 2D Virtual Array. To obtain the 3D matrix con-
taining Range-Azimuth-Elevation using 2D DoA, we propose to cre-
ate a 2D virtual receiver array by leveraging the time-division mul-
tiplexing (TDM) when transmitting mmWave signals [78]. When
the TDM is initiated, each Tx takes turns to activate and trans-
mit signals as in the top left of Fig. 9, and all receiver antennas
(Rxs) are activated during all time slots. By concatenating all the
received signals from 0 − 3𝑡 , the virtual receiver design achieves
a single Tx with 12 Rxs(=4 Rxs × 3 time slots). A smaller vertical
aperture may raise concerns about lower elevation resolution. In
particular, the theoretical elevation angular resolution is described
by 𝜙𝑟𝑒𝑠 ≈ 0.89𝜆/(𝑁𝑑 cos𝜙) as in [90]. Here, the antenna spacing
is 𝑑 = 𝜆/2, antenna number is 𝑁 = 2, and the target angle is 𝜙 ≈ 0
(the same height with array), so 𝜙𝑟𝑒𝑠 ≈ 0.89𝑜 . The calculated 𝜙𝑟𝑒𝑠
proves the virtual array could achieve the granuality needed for
elevation resolution in our scenario.
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Figure 9: Illustration of 2D DoA

• 2D Array Signal Analysis. The range between the object and
the mmWave sensor (more than 30cm) is much larger than the
receiver antenna interval (0.19cm), so the signals arriving at Rxs
can all be assumed to be parallel. As in the top right of Figure 9,
the phase shift (ΔΦ′) between the signals from two adjacent Rxs
can be denoted as,

ΔΦ
′
= 𝑒 𝑗2𝜋

𝑑′
𝜆 ,where 𝑑′ = 𝑑 cos𝜃 cos𝜙. (9)
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Note that 𝑑′ is the traveling distance difference and 𝑑 is the
spacing between two adjacent antennae. Assuming the antenna on
the far left of the layout is the reference antenna, for antenna 𝑘 , the
phase shift is,

ΔΦ𝑘 (𝜃, 𝜙) = 𝑒 𝑗2𝜋
𝑑𝑘 (𝜃,𝜙 )

𝜆 (10)

where 𝑑𝑘 is distance difference between the 𝑘 − 𝑡ℎ antenna and
reference antenna. Therefore, under the noise of 𝑵 , the received
signal X by all Rxs from the transmitted signal 𝑺 is,

𝑿 = 𝑨𝑺 + 𝑵 ,where 𝑨(𝜃, 𝜙) = [𝒂(𝜃1, 𝜙1), . . . , 𝒂(𝜃 𝑗 , 𝜙 𝑗 )] (11)
Note 𝒂(𝜃, 𝜙) is the steering vector of the antenna array, and𝑨(𝜃, 𝜙)
is the steering matrix for 𝑗 objects.
• Spatial Feature Extraction. We use the two-dimensional mini-
mum variance distortionless response (2D MVDR) (1◦ angle resolu-
tion [50]) to obtain spatial spectrum. In particular, 2DMVDR is a 2D
super-resolution DOA estimation algorithm to mitigate the inter-
ference and noise from other angles while obtaining distortionless
responses to the angle of view [22, 31]. After computing 2D DoA
for each range bin, we get the range-2D DoA (𝑃 (𝑟, 𝜃, 𝜙)), which
contains the data from all 𝑟 , 𝜃 , and 𝜙 . In practice, each face lies in 3
range bins (𝑟 𝑓 ) closest to the preset distance and [−40◦,40◦] (𝜃 𝑓 )/
[−50◦,50◦] (𝜙 𝑓 ) in azimuth/elevation. To eliminate unrelated data,
we only select the face-related 𝑃 (𝑟 𝑓 , 𝜃 𝑓 , 𝜙 𝑓 ), a 3D matrix (tensor),
for representing spatial features.

4.3 Extracting Temporal Features
The facial activities causes differences in frequency (Δ𝑓 ) and phase
(Δ𝜙) between the IF signals at adjacent time slots,

Δ𝑓 = 2𝑆𝑣𝑇𝑐/𝑐, and Δ𝜙 = 4𝜋𝑣𝑇𝑐/𝜆, (12)
where 𝑆 is the slope of the FMCW signal, 𝑣 is the object’s velocity,
and𝑇𝑐 is period of chirps. Since𝑇𝑐 is typically small, Δ𝑓 is negligible
when compared to the frequency of the IF signal [36]. However,
Δ𝜙 can be detected even with the millimeter-level movement. The
movement of facial activity induces the Δ𝜙 across the range profile.

To get the temporal features, we first compute Velocity-FFT
[36] across the range profile from the consecutive chirps to ob-
tain the range-velocity 𝑅𝑉 (𝑟, 𝑣). Specifically, 𝑅𝑉 (𝑟, 𝑣) is a matrix,
in which each element (𝑟𝑖 ,𝑣𝑖 ) describes the strength of the veloc-
ity component 𝑣𝑖 of the object (i.e., facial activities) at a range 𝑟𝑖 .
In practice, facial muscle movement lies in [−0.2𝑚/𝑠 ,0.2𝑚/𝑠](𝑣 𝑓 ).
Similarly, we will only use face-related 𝑟 𝑓 and 𝑣 𝑓 to obtain the
temporal feature 𝑅𝑉 (𝑟 𝑓 , 𝑣 𝑓 ) for depicting the time-domain-based
facial muscle motion.

2D DoA2D DoA

Range-
Velocity

Range-
Velocity

Figure 10: 2D DoA and Range-velocity Comparison
As shown in Fig. 10, after obtaining the face-related spatial fea-

ture 𝑃 (𝑟 𝑓 , 𝜃 𝑓 , 𝜙 𝑓 ) and temporal feature 𝑅𝑉 (𝑟 𝑓 , 𝑣 𝑓 ) using the above
algorithms, the mouth opening/closing can be captured from 2D
DoA and range-velocity, demonstrating the facial movement can be
uniquely identified from the proposed mmWave sensing approach.

5 Facial Activity Reconstruction
5.1 Reconstruction as a Prerequisite
Most mmWave-based biometric authentication schemes [11, 27]
directly use raw mmWave sensing signals for user authentica-
tion, which strictly require the user to behave (mostly) in front
of the mmWave sensor with a pre-determined distance and ori-
entation. This type of design apparently compromises the usabil-
ity of authentication schemes. Even worse, it is almost infeasible
for those designs to achieve authentication in free space because
collecting/training reflected raw mmWave sensing signals at all
distances/orientations is infeasible. As shown in Fig. 11, the 2D
DoA of the face varies at different distances/orientations, even if
those signals should “match" the same person with the same facial
activities.
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Figure 11: 2D DoA at Different Distances/Orientations

5.2 Estimating Expression Parameters
5.2.1 Deep Learning Framework Overview. Considering the nearly
infinite facial activities, we will leverage the 3DMM to estimate the
expression parameters for the reconstruction of facial activities. In
particular, any facial activity can be represented as a combination of
29 preset expressions in 3DMM [24], in which the expression param-
eter, 𝜶 exp, is a vector of weights. Among all 29 high-dimensional
parameters in 𝜶 exp ∈ R29, the last 19 parameters have little effect
and thus can be ignored. Hence, we only choose the representa-
tive first 10 dimensions as 𝜶 exp10. As shown in Fig. 12, we design
a neural network framework to predict 𝜶 exp10 using the input
𝑃 (𝑟 𝑓 , 𝜃 𝑓 , 𝜙 𝑓 ) and 𝑅𝑉 (𝑟 𝑓 , 𝑣 𝑓 ). To train the deep learning model for
obtaining the expression parameter, the loss function is designed
based on 𝑙1 loss, i.e.,

𝐿𝐸 =𝑚𝑒𝑎𝑛(𝜶̂exp10 − 𝜶 exp10) (13)
where 𝜶̂exp10 is the ground truth of the facial expression parame-
ter obtained from camera with 3DDFA-V2 [24] and 𝜶 exp10 is the
estimated facial expression parameter.
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5.2.2 Feature Extractor. We design the contour feature extractor
and motion feature extractor to extract features embedded in the
range-2D DoA and range-velocity.
• Contour Feature Extractor. This module is designed to learn
the face contour embedded in the 𝑃 (𝑟 𝑓 , 𝜃 𝑓 , 𝜙 𝑓 ) from facial activities.
Usually, the current state of the face contour is highly correlated to
the previous state. Meanwhile, the face contour is also regionally
correlated with the designated face area. Hence, we use ConvLSTM
[56], a combination of CNN and LSTM, as the basis for extracting
time-sequential contour features. As shown in Fig. 12, the contour
feature extractor consists of three layers, each of which includes
four LSTM cells. The feature extraction result will be augmented
through the attention module [72]. The output of the attention
module goes through two fully connected layers to reduce the
feature size. Finally, the feature embedding is stretched using fully
connected layers.
• Motion Feature Extractor. The motion feature extractor is
designed to learn facial muscle movement when performing facial
activities. Since the facial muscle movement also changes over time
and is regionally correlated, we continue to use Conv-LSTM as
the basis of the motion feature extractor. Similarly, this module
consists of three layers, each of which includes three Conv-LSTM
cells. We can obtain the feature embedding depicting facial motion
after going through the attention layer.

5.2.3 Concatenating Regression Module. This module concatenates
the feature embedding from the outputs of the two feature extrac-
tors for predicting expression parameters 𝜶 exp10 used in facial ac-
tivity reconstruction. The concatenating regression module mainly
consists of four fully connected layers. Finally, the estimated ex-
pression parameters input the 3DMM model to illustrate the recon-
structed facial activity. As in Fig. 13, the subject is asked to randomly
open/close his mouth while we use a camera and a mmWave sensor
to simultaneously record video (as the ground truth) and mmWave
signals. The video is inputted into 3DDFA-V2 to obtain expression
parameter [24]. The reconstructed activities using facial expression
parameters from mmWave sensing are similar to the ground truth.3348 60 82 89

Camera

mmWave
Sensor

Expression
Parameter

Similar

Figure 13: Facial Activity Reconstruction Performance

6 User Authentication
6.1 Building Expression Parameter Matrix
Facial activities when reading a few words in a row normally will
last a short period, but the output of expression parameters is based
on the consecutive sampling points during the facial activity, e.g.,
from 𝑡1 to 𝑡3 in Fig. 12. To fully capture unique features used for
authentication, it is needed to combine all contour and motion
features from the duration of the facial activity [35]. Assuming the
user performs the facial activity during a specific period 𝑡 and the
device’s sampling rate is 𝑓𝑠 , yielding a total of 𝑛(= 𝑓𝑠 ×𝑡 ) time points.
For each 𝑡𝑖 , the range-2D DoA 𝑃 (𝑟 𝑓 , 𝜃 𝑓 , 𝜙 𝑓 ) and range-velocity

𝑅𝑉 (𝑟 𝑓 , 𝑣 𝑓 ) between time point 𝑡𝑖 to 𝑡𝑖+2 will be trained for obtaining
the facial expression parameter 𝜶 exp10, a 10 × 1 column vector. To
capture all facial activities during 𝑡 , we combine all the 𝜶 exp10 as
the expression parameter matrix 𝑨exp, in which the 𝑗-th column is
𝜶 exp10 at 𝑡 𝑗+2 time point.

To validate this, we conduct a similar experiment as in Sec. 2.3.2
where two subjects read the same English words twice in front
of a mmWave sensor. The recorded mmWave signals are trained
in the above neural network and obtain the expression parameter
matrix 𝑨exp. Fig. 14 shows that the expression parameter matrices
for the same subject are almost identical, whereas those for different
subjects behave significantly differently.
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Figure 14: Expression Parameter Matrix, Two Subjects

6.2 Deep Learning Framework Design
We develop a small CNN-based neural network for achieving user
authentication as shown in Fig. 15.

Expression 
Parameter

𝒕𝟑 𝒕𝟒 𝒕𝒏

Convolution 
Neural Network Attention

Fully Connected 
Layers

𝑷𝒓ሺ𝑼ሻ

Convolution Batch Normalization+
Maxpooling+Dropout

Expression 
Parameter 
Matrix

Figure 15: Neural Network Design for Authentication

The expression parameter matrix 𝑨exp will be first trained with
a CNN (with 5 layers) to extract facial activity features used for
authentication. Then, those features will be augmented by the Con-
volutional Block Attention Module (CBAM) [72], which is used
to sequentially infer along two separate dimensions, channel and
spatial to obtain attention maps and augmented features. Finally,
the augmented features are flattened and inputted into the fully
connected layers to estimate the probability of an authenticated
user.
6.3 Word Selection Strategy
Our proposed facial activity-based biometric authentication re-
quires users to perform facial movements activated by word read-
ing. To select proper word lists in an application scenario (e.g.,
“Turn on the Light" in an IoT-enabled smart home), the word list
activating more eviden facial muscle movements is preferable due
to its high entropy. Hence, the selection of proper words used for
authentication should jointly consider the requirements/limitations
of both sensing and authentication in the dedicated scenario.

Since most word-reading facial activities happen around the
mouth area, we investigate the modeling of mouth movements
of different phonemes in linguistics. In particular, phonemes are
the smallest units of sound in a language that can distinguish one
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word from another. Visemes, on the other hand, are the visual
representation of a phoneme or group of phonemes when spoken,
especially the position and movement of the lips, tongue, and face
[16]. Since different phonemes can produce similar visual cues on
the user’s face, multiple phonemes may be represented by a single
viseme. As shown in Fig. 16, two phonemes /𝑏/ and /𝑚/ (last row,
right) form a group that maps to a single, near-identical viseme.
Therefore, words only with the above two phonemes (e.g., bat and
mat) should not be included in the selected word list. Besides, the
selected word should also contain unique phoneme combinations
to minimize the similarity.

Instead of focusing on different word lists in diverse application
scenarios, we evaluate mmFaceID based on representative visemes,
for which we can extend the word list design to more general cases.
We choose the most evident mouth movement, viseme 𝐴ℎ (first
row, left), as the basic viseme, which corresponds to more similar
phonemes (other than viseme /𝑀𝐵𝑃/). Note that Fig. 16 only shows
partial of all visemes in [92]. We find the following words meet our
rules, "Buy, Sky, Style, Height, Eye, Shining, Why, High, Guy, Time,
Mind, Typing, Arm, Car, Art, Bar, Sharp, Align, Modify, Satisfy". To
jointly consider the similar duration of words during reading, the
words "Arm, Sharp, Car, Time, Why, Bar, Height, Art, Style, Mind,
Typing, Guy" will be used for the word pool for user authentication
in this work.

Figure 16: Mouth Movement of Partial Visemes [92]

7 Performance Evaluation
7.1 Evaluation Setup
•Device Settings.As shown in Fig. 17, we use a commercial off-the-
shelf (COTS)mmWave sensor (Texas Instruments(TI) AWR1843BOOST
EVM) connected with a data capture card (TI DCA1000EVM). The
mmWave radar has three onboard transmitter antennas and four
receiver antennas as in Fig. 9. We configure to transmit mmWave
chirp signals on 77-80.984𝐺𝐻𝑧 with the signal frame of 468 pulses
(156 loops for each Tx) in 50𝑚𝑠 . The slope is 40.024MHz/𝜇s. The
sampling rate/point is 2,100 kps/200 for each pulse. The range and
velocity resolution is 3.93cm and 0.039m/s, respectively. The back-
end is a PC for reading and processing mmWave signals. We use
a camera (Logitech C920 HD PRO) to capture human facial activ-
ity and generate facial expression parameters as the ground truth.
Note that the camera will only be used for training, NOT in the
user authentication process.
• Data Collection.We recruited 23 participants (14M/9F) for an
IRB-approved experiment (Clemson University Record IRB2023-
0688). The participants come from Iran, mainland China, Senegal,
US, India, Taiwan, and Bangladesh. The diverse cultural background
of the participants helps eliminate the effect of accents when read-
ing words. Participants’ ages range from 23 to 38 years old. All data
has been anonymized for privacy consideration. During the data

collection, each participant faces both the camera and mmWave
sensor while reading words from the developed app as in Fig. 17.

30cm
0 degree 

TI AWR1843 BOOST EVM

DCA1000
EVM

Camera

Data Collection App

Authentication App
Figure 17: Experiment Settings

All participants will keep their faces still during the data col-
lection. The distance/orientation of the mmWave sensor to the
participant’s face will vary. Recording time for List1/List2 is set as
8s to ensure every participant can finish. Each participant repeats
10 times for each list at each experiment setting to minimize the
bias caused by reading speed with a total duration of 20 min. The
file size of each participant’s raw data is about 25GB. For each
participant, we randomly select 80% of mmWave/camera data to
fine-tune a pre-trained reconstruction model from others and the
output expression parameter from the trained reconstruction model
is employed to train a new authentication model. After training,
each user has his/her reconstruction/authentication model. During
testing, the remaining 20% of mmWave data from an unknown
user is first inputted into the reconstruction model to generate
an expression parameter matrix. Then, the generated expression
matrix is inputted to the authentication model of the legitimate
user for authentication. We implement both neural networks in
Pytorch with a dropout rate of 0.5 and a learning rate of 0.0001 us-
ing AdamW optimizer on Nvidia RTX4090. We also run the trained
neural network on PC and a mobile platform (Google Pixel 7 Pro).
As in Tab. 2, our design is efficient in both training (on new users)
and inference on PC/mobile platforms during user authentication.

Batch
Size Training Time Inference

Time(PC)
Inference

Time(Mobile)

Reconstruction 64 12.6min (New User) 279ms 812ms

Authentication 16 3.7min (New User) 43ms 137ms

Table 2: Parameter Setting & Efficiency Analysis

7.2 Performance of Facial Activity
Reconstruction

To evaluate the reconstruction, we use the Mean Absolute Error
(MAE) to measure the difference between the reconstructed expres-
sion parameters and the ground truth In particular, 𝑛 = 10 is the
cardinality of the expression parameter vector. Given the ground
truth range (0-6), we find the max MAE is 2.8 obtained from random
guessing using the uniform distribution since true distribution is
unknown. Note that Max MAE only reflects the worst case and
does not affect neural network outputs.
7.2.1 Overall Performance. We first evaluate the reconstruction
performance. The distance and angle between the participant and
the device is 30cm and 0𝑜 . The participant is asked to read the
following two lists within 8s.
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• List 1:Arm, Sharp, Car, Time, Why, Bar;
• List 2:Height, Art, Style, Mind, Typing, Guy.

The average means and mean absolute deviations (MAD) of
the reading time are 5.26s (list1)/5.53s (list2) and 0.72s (list1)/0.67s
(list2). We observe mouth movements are not directly impacted by
the volume. As an example, the reconstructed facial activity when
reading “Arm" is shown in Fig. 18. The reconstructed activities
successfully show outstanding performance in dealing with subtle
facial changes, e.g., gradually enlarging the mouth.

Reconstructed 
Facial 
Activity

Groudtruth

Figure 18: Reconstructed facial activity, "Arm"
In addition to the above empirical result, we use MAE to quantify

the reconstruction performance. As in Fig. 19, the MAE of each
user when reading both lists is less than 0.25, less than 8.9% of the
max MAE. As shown in Fig. 20. The average value for list 1 and list
2 is 0.139,0.146, respectively. The MAE ranges of the two lists are
[0.080,0.2257] and [0.096, 0.219], respectively.
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Figure 19: MAE of Each Participant
List 1 List 2

0.04

0.12

0.20

0.28

M
A

E

1.4%

4.3%

7.1%

10.0%

P
e
r
c
e
n

ta
g

e
 t

o
 M

a
x
 M

A
E

Figure 20: Stat.
We take a step further to evaluate the MAE of each reconstructed

expression parameter. As shown in Fig. 21, the MAE varies signif-
icantly from one parameter to another. Both expression parame-
ters 1& 2 have a high MAE (but smaller than the max MAE) be-
cause those 2 parameters reflect lip pursing/compressing, which
causes minimal muscle movement and is hard to be captured by the
mmWave sensor. All other larger movements, perfectly captured
by mmWave sensing, have low MAE on both lists, demonstrating a
high reconstruction accuracy.
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Figure 21: MAE of Each Parameter in 𝜶 exp10

7.2.2 Impact of the Number of Words. Similar to today’s passwords,
increasing the number of words will introduce a higher entropy in
the authentication, which usually leads to a lower MAE. By setting
the distance as 30cm and the orientation as 0◦, we randomly select
1, 3, and 6 words from the word pool. To avoid bias, we choose two
sets of words for the set with 3 and 6 words as below,

• List with 6 words (<6s): Arm, Sharp, Car, Time, Why, Bar
and Height, Art, Style, Mind, Typing, Guy;

• List with 3 words (<3s): Arm, Car, Why and Height, Style,
Typing;

• List with 1 word (<2s): Sharp, Art, and Typing.
As in Fig. 22 and Fig. 23, all the lists have low MAE, indicating

the reconstruction can correctly reflect the ground truth regard-
less of the length of facial activities. Meanwhile, the MAE slightly
decreases from 1 word to 6 words, which validates our intuition
that more facial activities will help improve the reconstruction
performance.

1 3 6
Word Number

0.10

0.12

0.14

0.16

0.18

0.20

M
A

E

3.6%

4.3%

5.0%

5.7%

6.4%

7.1%

P
e
r
c
e
n

ta
g

e
 t

o
 M

a
x
 M

A
E

Figure 22: # of words
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Figure 23: Different Lists

7.3 Performance of User Authentication
We thoroughly evaluate the authentication performance of the pro-
posed mmFaceID system by considering various types of practical
factors. The experimental results from all participants are averaged.
We use four metrics to evaluate the performance, i.e., True Positive
Rate (TPR), True Negative Rate (TNR), Balanced Accuracy (BAC),
and F-Score.
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Figure 24: Overall Performance

7.3.1 Overall Performance. We first study the overall authentica-
tion performance. The distance and orientation between the partic-
ipant and the device is 30cm and 0𝑜 . As in Fig. 24a, the accuracy
of the mmFaceID reaches over 90% for all 4 metrics in both word
lists. Especially for the average F-Score, List 1 and 2 reach 93.05%
and 95.54%, respectively. Note that the result of List 2 is slightly
higher than List 1, mainly because words like Height and Style con-
tain more facial activities to increase the entropy. We also show
the Receiver Operating Characteristic (ROC) curve in Fig. 24b, in
which Area-Under-Curve(AUC) is 96.67% and 98.01% for List 1 and
2, respectively, showing the developed model correctly classifies
all positives and negatives.
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Figure 25: The Impact of Distance, 0𝑜

7.3.2 Impact of Distance/Orientation. When increasing the dis-
tance from 30cm to 75cm with orientation as 0𝑜 , all results in terms
of authentication accuracy drop significantly after 60cm mainly
due to signal attenuation as in Fig. 25a and Fig. 25b. But, the F-Score
still maintains 78.3% and 81.2% for List 1 and List 2, respectively.
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By changing the orientation from 0◦ to 45◦ at the distance of
30cm, the performance slightly drops as shown in Fig. 26a and Fig.
26b. Compared with the impact of distance, our proposed design
is more robust to orientation changes, e.g., the F-score maintains
89.5% and 88.4% at 45𝑜 for List 1 and List 2, respectively.
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Figure 26: The Impact of Orientation, 30cm

7.3.3 Impact of Number of Words. We adopt the same word list
setting as in Sec. 7.2.2 and average the results from two sets in
both lists with 6 and 3 words. The result of the 1-word list is also
averaged from 3 different words. Apparently in Fig. 27, using the
1-word list in mmFaceID, even with our selection rule for ensuring
a high entropy, the authentication is not secure because the TPR
cannot reach 85%. However, the performance increases steadily
when using the 6-word list, which renders a hint of the tradeoff
between achieved accuracy level and usability.
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Figure 27: Impact of the Number of Words, 30cm, 0𝑜

7.3.4 Impact of Mask/Glass. One of the major advantages of using
mmWave sensing for authentication is its penetration capability,
for which user authentication can be achieved in non-line-of-sight
(NLOS) scenarios. As shown in Fig. 28a and Fig. 28b, the perfor-
mance when wearing a surgical mask (during testing phase) is
slightly lower than not wearing it but still reaching 85.3% and 89.9%
in F-Score for List 1 and List 2, respectively. Besides the reason for
signal attenuation, according to our follow-up survey, participants
expressed concerns that the word reading and the corresponding
facial activities are restrained when wearing the mask. This result
suggests our design may perform better when the mask is not tight
to the mouth area.
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Figure 28: The impact of Mask, 30cm, 0𝑜

We also ask participants without short or far-sightedness to
wear non-prescription glasses when reading word lists. For partici-
pants with short-sightedness, they will remove the glasses in this

experiment. As shown in both Fig. 29a and Fig. 29b, no statistical
significance can be observed from those word lists, indicating the
mmFaceID is robust against glasses compared with wearing a mask.
The potential reason is most of the facial activities for word reading
do not involve movements in the eye area.
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Figure 29: The Impact of Glasses, 30cm, 0𝑜

7.3.5 Impact of Language Backgrounds. Our proposed system uses
English word-reading for expressing facial activities, for which
non-native speakers may have different visemes compared with
native speakers on reading the same word. Our experiment pop-
ulation consists of both native and non-native speakers with 5-6
different home languages. Surprisingly, the impact of different lan-
guage backgrounds is not statistically significant as shown in Fig.
30a and Fig. 30b. As conclusion, our proposed mmFaceID achieves
effective and high-accuracy authentication by leveraging unique
facial activity signatures from each individual, regardless of how
the word is pronounced in different backgrounds.
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Figure 30: Impact of Language Background, 30cm, 0𝑜

7.4 Comparison With Existing Schemes
As shown in Tab. 3, current face-related authentication systems
mainly rely on the camera to extract the face contour, which ob-
viously violates user privacy as in [37, 91, 95]. A recent work
[81] leverages a 2D slide rail (20cm×24cm) to scan the face us-
ing mmWave radar. Although this design meets all requirements on
non-contact, and privacy-preservation, the sophisticated hardware
design and the need of fine-grained tuning make the design lack
practicality in most of the user authentication scenarios and their
working distance is quite shorter than mmFaceID.
7.5 "In-the-Wild" IoT Scenario Evaluation
To further demonstrate mmFaceID can work in the smart home
scenario, we invite additional 15 users (9M/6F) to read disruptive
IoT commands as shown in Tab. 4 using the same setup in Sec. 7.1.

All the above selected word lists are real IoT command in smart
home scenario. As shown in Tab. 4, all BACs are close or over
90%, average BACs is 92.28%, and the TPR can reach to 94.9%, re-
spectively, showing that mmFaceID is secure for real-world IoT
commands. In particualr, we find that more words in a command
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Table 3: Comparision with Current Face-Related Authentication Systems

System Medium Feature No-
Contact Privacy Max Distance TPR(%) TNR(%) BAC(%)

LipAuth [32] Camera Lip Movement ✔ ✘ 40cm 94.4 99.3 N/A

Li et al. [37] Camera&Inertial
Sensor

Face Contour&Head
Pose&Device Motion ✘ ✘ 50cm 97.7 93.9 N/A

Echoprint [91] Camera&Sound Face Contour ✔ ✘ 50cm N/A N/A 91.92
Xu et al. [81] mmWave Face Contour ✔ ✔ 20cm 96 N/A N/A
Jawthenticate

[60]
Inertial Motion

Sensors Speech Facial Vibration ✘ ✔ 0cm 92 93 92

mmFaceID mmWave Facial Muscle
Movement ✔ ✔ 75cm 94.7 96.4 95.6

does not usually guarantee better authentication performance. The
reason is that some words in a command contain multiple evident
visemes, which are sufficient enough to provide a high level of en-
tropy used for authentication, further showcasing the viseme-based
word selection strategy is sound.

Command TNR(%) TPR(%) BAC(%)

Unlock Kitchen Window 94.4 91.7 93.0
Turn On the Light 92.1 86.4 89.3

Open the Front Door 92.8 91.5 92.1
Delete All the Data 93.8 88.3 91.0

Disable the Security Alarm 97.0 94.9 96.0

Table 4: Performance of real IoT commands

7.6 Facial Activity Entropy Analysis
We evaluate the entropy (in Sec. 2.4) of the proposed facial activ-
ity biometric using reconstructed expression parameters in Sec.
7.2.1. We adopt commonly used 27 statistical features for calcula-
tion including mean, maximum/minimum and its index, variance,
skewness, kurtosis, interquartile range, mean crossing, root mean
square, crest factor and slope sign change in time/frequency domain
[38, 45, 93].

Work Authentication Entropy(bits)

Wang et al. [66] Password 20-23

Wang et al. [67] PIN 8.41(4-digit),
13.21(6-digit)

Sae-Bae et al.[52] Keystroke 3.48-4.62
Takahashi et al.

[64] Fingerprint 18.6

Inthavisas et al.
[29] Voice 18-30

Adler et al. [1] Face 37.0-55.6
mmFaceID Facial Activity 75.4(List 1)/78.7(List 2)

Table 5: Entropy of various authentication methods

We set the threshold 𝑡ℎ as 0.95 in our evaluation. Tab. 5 com-
pares the entropy of various authentication methods. Our proposed
mmFaceID has the highest relative entropy (> 75.4 bits) compared
with classic non-biometrics (e.g., PIN and password) and traditional
biometrics (e.g., face, voice, and fingerprint), showcasing facial

activity biometrics bear a high uncertainty to be used for user
authentication.

8 Robustness Against Attacks
In corresponding to our threat model, we continue to conduct exper-
iments to demonstrate the resilience of mmFaceID under different
attacks. Specifically, we define Defense Success Rate (DSR) to eval-
uate the probability that an illegitimate authentication request (via
different attacks) is successfully detected. We will use the word list
introduced in Sec. 7.2.2 for the evaluation. The results are shown
in Tab. 6.

Words Zero Effort
Attack

Shoulder-
surfing Attack

Replay
Attack

Sharp 95.6 88.4 99.2
Art 94.8 87.6 100

Typing 92.4 90.4 97.3
Arm/Car/Why 98.0 96.4 100

Height/Style/Typing 97.6 91.8 99.3
List 1 100 96.8 99.1
List 2 99.2 94.4 100

Table 6: DSR(%) Under Different Attacks, 30cm, 0𝑜

• Zero-effort attack. Zero-effort attackers attempt to pass the au-
thentication by randomly performing facial activities. We randomly
select 5 participants as victims and 10 participants as attackers. At-
tackers perform 5 attempts by saying random words for each word
list. Please note that TNR in Sec. 7.3.1 is obtained when saying same
words, which is different from zero-effort attack. For the 1-word
list, the DSR is above 90% for a single word while reaching over
99% for the 6-word list, indicating that mmFaceID is robust to the
zero-effort attack.
• Shoulder-surfing attack.We select 10 participants to perform
the shoulder-surfing attack on the other 5 participants, i.e., mim-
icking others’ visemes via recorded videos. The attacker will try
to access mmFaceID repeatedly for 5 times on each word list. The
DSR achieves over 87% for 1-word lists and keeps increasing when
the length of the word list increases. As stated in Sec. 7.3.3, more
words in the list lead to a higher entropy in authentication.
• Replay attack.We use a smartphone (iPhone 12 Pro) to replay
the recorded video 10 times for each word list from 10 participants.
All DSR is above 98% showing that the 2D video cannot pass our
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authentication system. The main reason is our mmWave sensing-
based design requires the input to be 3D face, for which the 2D
video does not contain 3D facial contour/motion used in the au-
thentication scheme.

The above analysis proves mmFaceID is robust against attacks
and a secure authentication method because it leverages diverse
facial activities that are hard to fake.

9 User Study
We ask each participant to answer 4 follow-up questions (from
1 strongly disagree to 5 strongly agree) on how they feel about
mmFaceID system after they finish the experiment. As shown in
Tab. 7, around 91.3% of the participants do not express any concerns
when using the mmWave sensor (Q1). As one of the main features of
usingmmWave sensing other than video, 78.2% of participants agree
that their facial information will not be leaked with mmFaceID (Q2).
Many participants agree that mmFaceID has potential to replace
current biometric-based authentication with positive comments
such as "mmFaceID is interesting and good" and "I would like to use
it on my laptop".

Question Average
Score

Percentage(Agree&
Strongly Agree)

No discomfort when
using mmWave sensor

4.6 91.3%

Compared with camera,
mmWave sensor can

better protect my privay
4.3 78.2%

mmFaceID is easy to use 4.4 86.8%
I would like to try

mmFaceID in the future
4.2 82.6%

Table 7: Survey Questions Responses

10 Related Work
• Behavior-based User Authentication.Many behavioral bio-
metrics have been used for user authentication in literature, e.g.,
gaits, touching, voice, and gestures. Gait analysis has been widely
used in user authentication schemes that leverage the individual’s
unique walking behaviors via RF signal [14, 30, 51], camera [35, 58]
or wearable sensor [4, 20]. When interacting with devices with
touchable screens or keyboards, people behave differently, e.g.,
touching gesture [46], tapping interval [28], touch-induced vibra-
tion [84], and keystroke dynamics [8, 49]. Voice-based authentica-
tion employs features when speaking, such as vocal vibrations[34],
speech-induced facial vibration[60] and lip movement[87]. Besides,
gesture-based authentication exploits unique features when per-
forming gestures via depth camera [69], RF signals [89], and wear-
able sensors [86]. However, the above studies either lack privacy
preservation (e.g., using cameras for collecting behaviors) or intro-
duce additional noises to the surroundings. In contrast, mmFaceID
protects privacy and doesn’t introduce noise.
• Human Face Reconstruction. Previous research works on
reconstructing the human face can be categorized based on the
approaches used, including vision-based, wearable sensor-based,
speech-based, and RF (Radio Frequency) signal-based methods. The
vision-based solution leverages the technique in computer vision to

generate the facial landmark or the parameter of the facial model
[15, 25, 74, 79]. With wearable sensors, existing works [75] collect
bursts of electricity when muscle contracts via an Electromyog-
raphy (EMG) sensor, then build a neural network for reconstruct-
ing facial landmarks and the face model. RF signal-based solution
mainly uses mmWave sensor to collect the reflected signal from face
[78] and reconstruct facial landmarks for expression classification.
Similarly, speech-based solutions generate facial animations from
acoustic signals [19, 48]. However, all the above works on the recon-
struction cannot extract enough features needed for authentication
purposes.
• Face-related Authentication. Previous face-related authentica-
tion can be divided based on the feature used, including contour-
based and movement-based. The contour-based method extracts
static face contour for authentication via camera [10, 65], mmWave
sensor [81], RFID [80], WiFi [27], acoustic signal [91]. However,
these methods are vulnerable to replay attack [81] or need live-
ness detection [37]. Movement-based methods collect face-related
motion, such as lip movement when smiling [32] / speaking [40]
and speech facial vibration [60]. However, not like mmFaceID, these
methods only capture partial information about facial movements
and work at short distances.
• DoA Schemes in Wireless Sensing. DoA estimation has been
employed to generate RF-map inwireless sensing. Previous research
can be categorized into two categories: WiFi-based approaches
and mmWave-based approaches. In WiFi-based approaches, a cus-
tomized complex antenna array is connected to WiFi device to
estimate 2DDoA [51, 88], which is costly and impractical. mmWave-
based approaches leverage COTS mmWave sensor to estimate DoA
[31, 78, 82, 83]. However, they can only achieve 1D DoA due to the
limitation of the antenna array, which causes needed information
lost.

11 Conclusion
In this paper, we present mmFaceID, a novel mmWave-based user
authentication system leveraging dynamic human facial activities.
When performing word reading, mmFaceID reconstructs facial ac-
tivities via estimated expression parameters, in which unique fea-
tures can be extracted for user authentication. We have theoreti-
cally proved the high entropy of using facial activity as biometrics.
Comprehensive experiments involving human subjects show that
mmFaceID could achieve high accuracy and is robust to distance,
orientation, occlusions, and language background.
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