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Abstract


A method for detecting moving objects in a video sequence is presented and evaluated. It is based on background modeling and subtraction using both color and edge information. The color and edge models and subtraction are computed separately. Confidence maps are introduced to store and combine the individual results. These maps represent how confident the method is that a pixel is a foreground object. The algorithm adjusts to small changes in luminance and can perform in the presence of camera noise. 
Introduction

Many authors have developed methods for detecting motion in a sequence of images. Many of these algorithms use background subtraction involving changes in color or luminance. This is done by comparing the color or intensities of pixels in the incoming image to a reference image. A significant difference from the reference image signifies motion. This results in false negative/positive detections when conditions are not ideal. This paper evaluates another background subtraction method that uses color and gradient information to improve the quality of the detection.

The method was presented by Jabri, et. al. in [1] and later modified by Javed, Shafique and Shah in [2]. The approach is to build the background model using both color and gradient information and then perform the background subtraction using these models. The model is constantly updated to adapt to slow changes in illumination. The images were taken from an AVI file recorded using a Canon Powershot S30 digital camera and are in RGB color.
The Background Model

The background model is built in two parts, the color model and the gradient model. The color model is built for each color channel. It is composed of two images representing the mean and standard deviation for that color component. Each pixel in the mean image is computed using
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where ut is the mean computed up to frame t, α is the learning rate of the model, and xt is the intensity of the color component in frame t. Subtracting the incoming image from the mean image will identify the pixels that have changed intensity. The standard deviation image σt is used to normalize the confidence map during background subtraction and is computed using
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The edge model is also composed of two mean images and two standard deviation images. It is computed by applying a horizontal and a vertical Sobel edge detector to the grayscale image. This results in a horizontal gradient image H and a vertical gradient image V. The mean images are computed as 
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where β is the learning rate of the model. The standard deviation images σH,t and σV,t are computed similar to the color model. The edge model is used to identify changes in the structure of an image.

The standard deviation images are computed only for a sequence of static background images while the mean images are updated continuously. This allows the background model to adjust to gradual changes in illumination. Figure 1 shows u25, H25, and V25.
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Figure 1.  Mean image for red channel, horizontal edge, and vertical edge at 25th frame.

Background Subtraction

Background subtraction is done by performing the color-based subtraction and the edge-based subtraction separately and then combining the results. Figure 2 shows the images that the subtraction will be performed on.
[image: image7.emf]50 100 150 200 250 300

50

100

150

200

 [image: image8.emf]50 100 150 200 250 300

50

100

150

200


Figure 2.  Frames 65 and 70 from a 96 frame sequence.
Color-Based Subtraction

Color-based subtraction is performed by subtracting the current image from the mean image in each color channel. This results in three difference images which are used to create three normalized confidence maps. This is done by comparing the difference to two thresholds, mcσ and Mcσ, derived from the standard deviation images. For each pixel, the confidence is computed as
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A significant change in any color channel indicates a foreground region. A single confidence map CC can be created by taking the maximum confidence at each pixel. Figure 3 shows the color confidence maps for frames 65 and 70.
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Figure 3.  Color subtraction for the 65th and 70th frame.
Edge-Based Subtraction


Edge-based subtraction is performed by subtracting the current horizontal difference image from the mean image Ht and vertical difference image from the mean image Vt:
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The edge gradient image is then
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The confidence map is computed by multiplying the ΔG by a reliability factor R and comparing the results to two thresholds meσ and Meσ. Here, σ is the sum of the horizontal standard deviation and the vertical standard deviation. For each pixel, let
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Then
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The confidence for each pixel is computed as
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The edges can also be classified at this point. If there is a significant difference and there is a significant edge in the current image, then the edge is an occluding edge. If there is a significant difference and there is not a significant edge in the current image, then it is an occluded edge. If there is no significant difference, then the edge is a background edge. Figure 4 shows the edge subtraction for frame 65 and 70.
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Figure 4.  Edge subtraction for the 65th and 70th frame.
Combining the Color and Edge Subtraction Results


The results from the color subtraction and the edge subtraction are combined by taking the maximum between the two confidence maps at each pixel. Figure 5 shows the combined results. The salt and pepper noise is removed by using a median filter. Areas not connected to a 100% confident region was considered false positives and removed using a hysteresis threshold. Figure 6 shows the foreground in white and background in black for the two frames. The final foreground object is better defined than the edge subtraction and color subtraction alone. In Frame 70, the person cast a shadow on the wall and the shadow was identified as another foreground object. This is a false positive.
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Figure 5.  Combined results for 65th and 70th frame.
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Figure 6.  Combined results after median filter and hysteresis threshold for 60th and 70th frame

Conclusion

Using color and gradient information to perform background subtraction yields a better defined foreground object. The algorithm performs well in the presence of camera noise and small changes in illumination. However, since the algorithm is a pixel-based algorithm, a large change in color or edges will result in a foreground. Thus it fails when there is a sudden change in illumination. This was evident with the shadow casted on the wall.
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