
SSI 2002, SLAC, August 6-15, 2002
1

Image Compression: Review and Comparison of Haar Wavelet Transform and Vector Quantization.

Miheer Gurjar,ECE Dept
Prashant Jagannathan,ECE Dept
 Abstract:

    We present here, a study and comparison of two techniques used in image Compression, namely, Wavelet Transform and the Vector Quantization. The Haar wavelet Transform was implemented for the former type, and Linde, Buzo, Gray (LBG) Algorithm was used for the later. An image of size 256x256 pixels was compressed using the above two techniques. The algorithms have been implemented and the results were tabulated by varying parameters like the compression ratio and threshold. Finally, the MSE, PSNR was calculated for the various images, and inferences made.

1.1 Introduction:

    One of the important factors for image storage or transmission over any communication media is the image compression. Compression makes it possible for creating file sizes of manageable, storable and transmittable dimensions. A 4 MB image will take more than a minute to download using a 64kbps channel, whereas, if the image is compressed with a ratio of 10:1, it will have a size of 400KB and will take about 6 seconds to download. Image Compression techniques fall under 2 categories, namely, Lossless and Lossy. In Lossless techniques the image can be reconstructed after compression, without any loss of data in the entire process. Lossy techniques, on the other hand, are irreversible, because, they involve performing Quantization, which result in loss of data. Some of the commonly used techniques are Transform coding, namely, Discrete Cosine Transform, Wavelet Transform, Gabor Transform etc, Vector Quantization, Segmentation and approximation methods, Spline approximation methods (Bilinear Interpolation/Regularisation), Fractal coding etc.

    In this Project, we intend to study Vector Quantization and one Transform Coding technique, namely, the Haar Wavelet Transform. Transform Coding has gained popularity over the years, and JPEG is one such popular compression algorithm, which uses Transform Coding. Vector Quantization, on the other hand, is a simple and effective way of image compression but is a computationally intensive process. LBG Algorithm was the first Algorithm, which could perform Vector Quantization. 

    We have then attempted to compare the two techniques using Mean Square Error and the Peak Signal to Noise Ratio. The layout of the paper is as follows. First we give a brief overview of the 2 Image Compression Algorithms. 

2.1 Vector Quantization:

A Vector Quantizer is basically an approximator. The Original image is decomposed into N dimensional vectors. The vectors are blocks of pixel values or can be 3-D vector formed from the RGB color components. Code Vectors are vectors, with which the Input Image Vectors are approximated. The Collection of Code Vectors is called Code Book. The design problem of VQ is : the vector source has its statistical properties known. Given, Code Vectors and a distortion measure, the aim is to find a codebook and clusters of image pixels, approximated to Code Vectors, such that the average distortion is minimum.

Mathematically, if

T = {X1, X2…XM} is a set of M input Vectors, each of dimension K, such that

X = {x1, x2…xk}

If C = {C1, C2…CN} is the set of Code Vectors, each code vector, being of dimension K, and, 

P = {S1, S2...SN} the clusters associated with the Code Vectors, then, 

If Xm belongs to Sm, then it is approximated by Cm,

Thus, Q (Xm) = Cm, if Xm
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Davg = 1/MK
[image: image3.wmf]||

)

(

||

1

å

=

-

M

m

Xm

Q

Xm

2
Sn = {X: ||X-Cn||2   
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This implies that the encoding region Sn consists of all vectors that are closer to than any of the other codevectors. 

and, 

Cn =  
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    The code vector should be average of all those training vectors that are in encoding region Sn. 

    The Algorithm, used for this purpose, is the Linde, Buzo, and Gray (LBG) Algorithm. This is an iterative algorithm which alternatively solves the above two optimality criteria. The algorithm requires an initial codebook to start with. Codebook is generated using a training set of images. The Set is representative of the type of images that are to be compressed. There are different methods like Random Codes (Gaussian or Laplacian),Splitting and Pairwise Nearest Neighbor (PNN) clustering, in which the initial code book can be obtained.
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The diagram illustrates the process of Vector Quantization.  The Original Image is formed into N dimentional Vector. The Vector is a block of pixels of the input image. A Code Book is provided, and on the basis of the minimum distance between input vectors X and Code Vectors Xn, the Codevectors which approximates X is chosen, and the index of the codevector in the code book, is sent over the channel, using Log2N bits. Decompression of image involves a table lookup process, in which, the index is matched with an identical Codebook, and the image is reconstructed. Thus, Compression is obtained by using a codebook with relatively few codevectors compared to the original image vectors.

2.2 Haar Wavelet transform

    Wavelets are mathematical functions that were developed for sorting the data by frequencies. A Wavelet transformation converts data from the spatial into the frequency domain and then stores each component with a corresponding matching resolution scale. The word ``wavelet’’ stands for an orthogonal basis of a certain vector space.

The Haar function is
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And
      [image: image9.png]W) = Vop(2it —i), j=0,1,... and i =0,1,...,2 — 1.




Haar Transform is nothing but averaging and differencing  This can be explained with a simple 1D image with eight pixels

3 2 -1 -2 3 0 4 1

By applying the Haar wavelet transform we can represent this image in terms of a low-resolution image and a set of detail coefficients .So the image after one Haar Wavelet Transform is: 
Transformed coefficient=2.5 -1.5 1.5 2.5

Detail Coefficients=0.5 0.5 1.5 1.5
The detail coefficients are used in reconstruction of the image. Recursive iterations will reduce the image by a factor of two for every cycle. In 2D wavelet transformation, structures are defined in 2-D and the transformation algorithm is applied in x-direction first, and then in the y-direction.
2.2.1 Implementation

    The array sizes are expressed in powers of two. Mathematically, the original resolution of the images is converted into the next larger power of two, and the array sizes are initialized accordingly. The Haar transform separates the image into high frequency and low frequency components.
For the first cycle, the transformation algorithm is first run along the x-direction (Fig-b)
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a) Original image b) 1st run: along x-axis c) 2nd run: along y-axis
The image array is split into two halves containing the transformed data and the detail coefficients. The transformed data coefficients are the results of the low-pass filter while the detail coefficients are the results of the high-pass filter. After transforming the image in the x-direction, the image is then transformed along the y-direction. (Fig-c)

2.2.2Thresholding:

  A sparse matrix is one which consists of “high proportion of zero entities”.  A non zero threshold is selected and all the pixels with intensity less than the threshold are reset to zero. Care must be taken that important information is not lost when selecting the threshold.

2.2.3 Reconstruction:   
 For the reconstruction, the detail coefficients resulting from each cycle are added and subtracted to the respective data coefficients to retrieve the original pixels values of the next higher level.

2.3 Application

2.3.1 Block Compression

   An application of Haar Wavelet transform is Block Compression which is used in the internet to retrieve images. In this implementation the image is divided into 8x8 blocks and each are assigned a matrix (fig-d).Then the Haar transform is performed on each of the 8x8 matrices. A non zero threshold is selected and pixels less than the threshold are set to zero.
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                           Fig.d
     The reconstruction is similar to the earlier method and it is done on each block. In internet the transform coefficients are transmitted first and the detail coefficients are transmitted later. As the coefficients arrive to the computed the image is reconstructed progressively until it is completely reconstructed.

2.4 Analysis of Results
2.4.1 Haar Wavelet Transform
The Haar Wavelet Transform code was implemented in MATLAB on three different images. For each image, three different compression ratios were selected, and for each Compression ratio, three different Threshold Value were implemented. 
We also implemented the Block Compression Technique for these images.

First Cycle:
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Second Cycle:
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Entire Image:
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Reconstructed image:
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2.4.2 Observations:

1. We observe that if the image has more details the MSE is higher. Thus we see that out of the three images, the image ‘Sun’ has the least MSE. 
2.We observe here, that as the thresholding value increases, the MSE also increases.

3. As the number of iterations increase, the MSW increases. This is because, as the compression ratio increases, more sparse values are set to zero, resulting in larger error. 

4. We also observe that Block Compression has the least MSE of all the cases. This is expected, since the Haar Wavelet is performed on every 8X8 block in the image, rather than the entire image. 

	
	
	1Cycle
	2Cycles
	Entire Image
	8x8 Block

	Image
	Threshold
	MSE
	MSE
	MSE
	MSE

	Lena
	3
	.0005
	.00013
	.0013
	.0002

	
	4
	.0008
	.0002
	.0022
	.0003

	
	5
	.0001
	.0003
	.0033
	.0005

	Foss
	3
	.0005
	.00014
	.00017
	.0002

	
	4
	.0006
	.0002
	.0033
	.0005

	
	5
	.0012
	.0003
	.0052
	.0008

	Sun
	3
	.00005
	.00012
	.0015
	.0002

	
	4
	.00007
	.00019
	.0029
	.0006

	
	5
	.00009
	.0002
	.006
	.0008


The table above gives the Values of MSE for each Case.

2.4.3 Vector Quantization:

    The Vector Quantization algorithm was implemented using different Codebooks and training Shapes. For each case, the MSE was calculated. 

	Image
	Block Size
	Book Size
	MSE

	Lena
	4x4
	16
	.0015

	Lena
	8x8
	64
	.0033

	Lena
	8x8
	256
	.0026


    In this example, Lena Image was compressed, with the Code book size and the Block size of the input vectors as shown.

    The quality of reconstructed image depends upon the size of input vector and Code Book size. 
If for the same Block Size, Book size is increased, we see that the MSE decreases. This is because; the input vectors are getting approximated by more number of Codevectors. In comparing the images, the distortion threshold was set to 0.0001.

    We observe that the Code Book of 64 Quantization levels, with block Size of 8x8 has the same MSE as compressed using the Haar Wavelet Transform which was compressed using Threshold of 5
    The algorithm was run on different images each time using a different codebooks and different block size.  
Book Size 16: block size 4x4
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 Book Size 64: block size 8x8
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Book Size 256: block size 8x8
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   The Haar Wavelet Transform is a simpler method to implement as compared to the LBG Vector Quantization. It is also fast. It requires no extra memory to store coefficients. The amount of compression depends upon the number of iterations performed and the threshold level. The High frequency and low frequency information is separated. If one desires to send data at a faster rate over the communication channel, then only the low frequency information can be transmitted. 

    But, because of the discrete nature of the transform, it becomes difficult to use with continuous signals. Vector Quantization, on the other hand, can provide high levels of compression. But, the implementation of VQ is tedious process. The Code Book search is a very slow process. 
    Finding the Euclidean distance of each Input Vector with the Code Vector is a very time consuming process. Tree Structured VQ offers a way to speedup the search process. A number of fast clustering algorithms exist which are based on Neural network and other search types.

    We have thus analysed the two types of Image Compression algorithms, the Haar Wavelet Transform, and the Vector Quantization. We have analysed both 
the algorithms. In each case, we varied some parameters and obtained different results. In one instance, the quality of output image, in terms of MSE obtained by both algorithms has been shown to be the same. 
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