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Abstract—Many vision-based automatic traffic monitoring the road edges. The technique of Fung et al. [5] uses the
systems require a calibrated camera for computing speeds and pavement markings and known lane width but requires the
length-based classifications of tracked vehicles. A number of user to draw a rectangle formed by parallel lane markings in

technigues, both manual and automatic, have been proposed for _ . . o L
performing such calibration, but no study has yet focused upon adjacent lanes. The problem of ill-conditioned vanishiogs

evaluating the relative strengths of these different alternaties. (I-€., parallel lines in the world appearing parallel in timage,
We present a taxonomy for roadside camera calibration that not so that the vanishing point is at infinity) has been addressed
gnly ?HCQmFIJa;SGS the e>|<i5tin9 ImethOdS (VVI\INi\X\//IV—lH’V ??Ld \\//\Il_vl—li) by He et al. [8] using known length and width of road lane
ut also includes several novel ones as we : , , ; : ; i
VVD, VWD, and VHD). We also introduce an overconstrained markings. “.1 an autpmatlc approach, SChogpflln and D.al.ley
approach that takes into account all the available measurements, [14] dynamlcally calibrate PTZ cameras using Igne activity
resulting in reduced error as well as overcoming the inherent Maps to find lane centers, along with gradient histograms to
ambiguity in the single-vanishing-point solutions. This important estimate the direction perpendicular to the direction afet.
but oft-neglected ambiguity has not received the attention thatt  Song et al. [15] use edge detection to find the lane markings
deserves; we analyze it and propose several ways of Overcoming, the static background image, from which the vanishing
it. Our analysis includes the relative tradeoffs between two- S . . .
vanishing-point solutions, single-vanishing-point solutions, and point IS estimated by_ assuming that the camera he'ght _and
solutions that require the distance to the road to be known. lane width are known in advance. Note that these application
The various methods are compared using simulations and exper- specific techniques are motivated by the fact that generic
iments with real images, showing that methods that use a known camera calibration techniques [18], [23] are difficult tqhp
length generally outperform the others in terms of error, and 4 the roadside setting due to the lack of a calibration gtid,
that the overconstrained method reduces errors even further . . .
dominance of a single plane, and the variable focal length.
A natural question to ask is, What is the relationship
|. INTRODUCTION between these methods? Early in our investigation we imple-
S the cost of cameras and processors continues to teented an existing technique only to find that it was extrgmel
crease, vision-based sensing is becoming an increasing@nsitive to the input, so that even a slight amount of noise
popular alternative to traditional sensors for collecttragffic would cause the resulting estimates for the parameters to
data. A number of both research and commercial systems hawibit surprisingly large errors. This puzzling behavied
shown the promise of gathering information such as volumis to investigate the conditions under which such a tecleniqu
speed, classification, incidents, and turning movemermts fr would prove practically useful, as well as the conditiondem
video. In addition to their cost, vision systems are espigciawhich it cannot be trusted. We also sought to study the
attractive due to their non-intrusiveness and rich dathegatg characteristics of the other techniques to see whether they
ability. would exhibit similar behavior, and we desired to consider
In order for a vision-based system to measure the speedsalfited techniques that had not yet been proposed. In effect
vehicles, there must be a mapping from pixels in the imageir goal was to determine and analyze the space of roadside
to coordinates in the world. Such a mapping can also lbamera calibration methods.
used to increase the accuracy of the estimation of othestypeln this paper we present the results of this investigation.
of data such as volume, classification, or incidents. Whitarting with a simplified pinhole camera model, we derive
some systems rely only upon pixel-based measurementsttte relationship between 3D world coordinates and 2D image
infer world lengths in certain directions [13], [21], a coleig coordinates using the main parameters of the system. We then
image-to-world mapping enables much more detailed arslysitroduce a taxonomy for the different calibration methtust
of the scene. arise due to the differing image and world measurements$-avai
In recent years a number of authors have proposed vari@de. We divide the methods into two categories, depending
methods for calibrating a roadside camera. Trajgojd7] upon whether only a single vanishing point or two vanishing
describes an interactive approach to calibrating a Pdn-Tiboints are available. The taxonomy includes three existing
Zoom (PTZ) camera by assuming that the camera heighttézhniques (VVW, VWH, and VWL) as well as six novel ones
known. Bas and Crisman [1] use the known height and t{¥/VH, VVL, VLH, VVD, VWD, and VHD). We show that
angle of the camera, along with a single set of parallel linesmder certain conditions the single-vanishing point témphes
(along the road edges) drawn by the user, while Lai [12¢sult in an ambiguous answer, and we introduce a heuristic
removes the assumption of known height and tilt angle g overcome the ambiguity. This ambiguity has not been
using an additional line of known length perpendicular tpreviously analyzed nor given the attention that it deserire
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addition, we propose an overconstrained approach thas takerresponds to a rotation gf+ 7 about thex axis, and
into account all the available measurements to refine thdtres

of any of the individual methods as well as to overcome T o— 1 (1) 0 0 4
the ambiguity when additional measurements are available. - 8 0 (1) Oh )

Following this, we discuss how existing methods fit into
the proposed taxonomy. Finally, we present simulations avdptures the vertical translation of the camera. Note fhist
experiments to quantitatively compare the different meshoin pixels, 4 in meters0 < ¢ < %, and0 < ¢ < «. Expanding
under a variety of conditions, showing the improvement thét) yields the imaging expression for our model:

results from the overconstrained approach.

au f 0 0 0 *
av| =] 0 —fsing —fcos¢ fhcose y ,
Il. THE CAMERA MODEL o 0 cos b _sing  hsing i«’
Consider a pinhole camera viewing a straight, flat road. P—KRT
Assume that the camera has zero roll angle, square pixels (5)

(i.e., unity aspect ratio), zero skew, and a principal paint Where P = K RT is the 3 x 4 projection matrix. Converting
the image center, as in [14], [15]. With these assumptiori®,inhomogeneous coordinates, we see that a fgeint, 0) on
exactly three parameters are needed to map Euclidean pothgsroad plane projects onto the image at

on the road plane to image points on the image plane: the ot fasec o

camera focal lengtlf, the heighth of the center of projection v= T U+ htano (6)
above the road plane, and the tilt angle In addition, the o Fh— fytane

pan angled is needed to align the road coordinates with the V= T Ut htang (7

direction of traffic flow. Note that a non-zero roll angle (als

known as the “swing angle”) can be compensated by a Simﬁ@ese are the fundamental equations used to describe the

image rotation, without affecting the findings of this paper Mmapping from the road plane to the image plane. In the
Let us define two coordinate systems, as shown in Figuref@!lowing sections we describe a number of different sciesar

The camera coordinate system is centered on the image pl§h&vhich the calibration parameters, h, ¢, and # can be

at the principal point, withr, andy, axes that are aligned with €Stimated.

the rows and columns of the image, respectively. (Using the

standard image convention, the axis points toward the right A. Two vanishing points

of the image, while thg,. axis points downward.) The world Using the convention described above, the point at infinity

coordinate system is centered at the point on the road plaa{g“:sociated with the direction of traffic flow along the length

directly beneath the center of projection. Thexis is parallel ¢ 1o 544 is represented in 3D homogeneous coordinates as
to thez. axis, while they axis is perpendicular to the axis o= [—tanf 1 0 O]T. Similarly, the point at infinity

so that, in a right-handed coordinate system,,zt_haeds points associated with the direction in the road plane perpenaicul
upward from the road. We adopt the convention that 0 to traffic flow isx; = [1 tan® 0 0]". Projecting onto the

when the camera is aimed at the horizon (i.e., the optical aﬁ‘nage plane yields the vanishing poiris, vo) and (u1, v1):
z. is parallel to they axis), so that the two coordinate frame?au . a]T — Px;, wherei € {0 1’} (Note thét the
are related by a rotation ¢f + £ about thex axis. The pan arbitrary scaling factot # 0 need not be related in the various

. . 2
angled is defined as the angle between theplane and the equations in which it appears.) By expanding this expressio

direction of travel.

o i , , we obtain
The projection of a poinfz, y, z) in the world coordinate - tan d
frame to a point(u,v) in the image can be expressed as uy = Qo _ _fia; (8)
(0% COSs
p = Px = KRTX, (1) vo = 2O _2__ riang Q)
(0%
where the homogeneous coordinates of the world point and its _ cu
o T T up = = ; (10)
projection arex =z y =z 1] andp=[au av al, o} cos ¢ tan 0

a # 0, respectively, andu, v) is a scaled version ofvc,yc) and v, = v; arises from the zero roll angle assumption.
according to the focal lengtlfi of the camera. The matrix |t js straightforward to solve these three equations for the

F 0 0 unknowns:
K = 8 t;)‘ (1) ) f = /= W2 +uou) (11)
_ -1 (%
captures the internal camera parameters, ¢ = tan < f ) (12)
10 0 § = tan! (_“000S¢). (13)
R = 0 —sing —cos¢ 3) f

0 cos¢p —sing Note several facts:
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(a) Left side view of the scene (b) Top view of the scene

Fig. 1. The coordinate systems used. The camera is placed aglat béh feet above the road with tilt angké and pan anglé. The world coordinate
system is defined by the, y, andz axes, whilex. andy. define the camera coordinate system. Both systems are rigdetiaso thatr andx. (which are

parallel to each other) are into the page in the left side vanindicated by the symbab, while z is coming out of the page in the top view, shown Gy

The optical axis of the camera. intersects the road plane along thexis atr = (0, h cot ¢, 0).

« The heighth does not appear in the equations, becausi&ection of traffic flow. To develop the solution, note from
vanishing points are independent of the camera positidé) that for any two points in the road plane having the same
In fact, dividing (8) by (9) reveals that the vanishing pointoordinates along thg axis, their distancé\z in the world is
coordinates bear a simple relation to the angles: related to the differencéw in the image coordinates of their

projections by

U tan @
— = 14
() sin ¢ (14) A — fAz 18
" -1 U R e (18)
£ - - (15) Yy cos @ + hsin ¢
V1 sin ¢ tan 0 . .
) ~Solving for h yields
e vg < 0. In other words, because the camera is pointed
downward ¢ > 0), the horizon line is in the top half of 1 g _ ‘
the image. Similarlyug is negative wherd is an acute h= sin ¢ ! Au yeose ). (19)

angle and positive whe# is obtuse: . . ,
Now let us consider the special case of a width measured

upg <0 if 0<6O< il (16) on thew axis in the image. By substituting = 0 in (7) and
T 2 solving fory, we obtain
ug >0 if 5<0§7r, a7)
Y|,—o = hcot ¢. (20)
whereuy — oo asf) — 7.

« The focal lengthf will always be real, because the ternFrom this result, we see that the optical axis intersects the
under the radical in (11) is guaranteed to be positive. Thisad plane at the point= (0, h cot ¢, 0), shown in Figure 1.
can be seen by substituting (8)-(10) into the expressi@ubstituting into (19) yields an expression for the camera
—uguy > v3, which leads tasin? ¢ < 1, which is always height
true.

We will now consider three different scenarios for calitoat

using both vanishing points. _ . .
1) Two vanishing points and known camera height (VVngen a known d|stqnch of a line segment on the roa_d at
= hcot ¢ and the image distancAu of the corresponding

Often the height of the camera is already known, e.g., it wis— "¢ he i | h
measured at installation time. When a camera pans, tilts, d?{gjectlon on_to t_ € Image a_ong the row . 0. i
zooms, its height above the ground does not change. Thé‘S shown in Figure 2, a widthy perpendicular to the traffic

simplest scenario therefore is to measure the two vanishifigV Produces a distancéz = wsec ¢ along any line parallel
points (uo, vo) and (uy, vo) and then compute the parameterEo thex axis. Typical values that can be measured are the width
f, 6, and ¢ using (11)-(13). Since: is already known, the of a vehicle or the lane width. If either of these is known, and

h= fsing %z 1)
v=0

calibration is complete. if the corresponding image measuremext can be made,
2) Two vanishing points and known width (VVWIX, then the height. can be computed using
however, the height is unknown, it can be computed using fwsin ¢

a single known distance in the road perpendicular to the = Scosh (22)
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whereé = Aul,_, is the horizontal length of the projectedto obtain the following:

line segment in the image along the= 0 line. As before, the . —v
parametersf, §, and¢ are computed using (11)-(13). sing = NiEET] (28)
Keep in mind that the two widths are used in slightly f 0
different ways. Thed corresponding to the road width can cosp = — (29)
be measured from the intersection of the lane lines with the VI
v = 0 axis in the image. However, thiecorresponding to the sin2h — ug (30)
vehicle width is obtained by projecting the vehicle widthtan 24 ud+0vd
the v = 0 axis using the first vanishing poifitg, vo). ) 2+
3) Two vanishing points and known length (VVISuppose cos™6 = 2+ud+0d’ (31)

thatinstead of knowing the width of & I|ne.segment perpendi e will now use these equations to derive three additional
ular to the road, we know the length of a line segment paraII5e

to the road. To | te length informati ll ue ¢ ~Conanos.
0 the road. 10 Incorporate ength Information, we witl Use 1) One vanishing point, known width, and camera height

v coordinates of the projection. To do this, we first rearrangtg/WH): Squaring both sides of (22), substituting (28) and
(6) and () to get (31), and rearranging yields a fourth-order equatiorfin

hu sec ¢ (L= k3 ) 1 + [205 — ki (ug +03)] f2 +v5 =0, (32)

vt frang (23)
Z+f a?(b where kyy = wug/hé. Thus, with a single vanishing point,
y h(f —vtang) (24) the height of the camera, and a known width, we can solve
v+ ftang this equation to get the square of the focal length. When the
o ._equation yields exactly one positive rogtcan be determined
Note thaty is independent ofu, because the roll angle 'Sugiquely y y P gte

zero. Now suppose there is a line segment on the road plan
parallel to the direction of traffic flow with length as shown
in Figure 2. Typically this would be either the distance betw b
pavement markings or the length of a vehicle. The front poi
lies at(-,yr,0) and projects onto the image &t v;), where
the dot indicates that the value is irrelevant to the contjmrta
The back point lies at-, y;, 0), wherey, = y; + £cos 6, and [(1— ki) f2+05] (f2+v5) =0. (33)
projects onto the image &t, v;).
Substituting into (24) yields

?)therwise, when the equation yields two positive values for
2, there is an ambiguity in determining This ambiguity will

e analyzed in more detail in the next section. Note thatén th
Qbecial case that, = 0, the ambiguity disappears, because
(32) reduces to

Since the right factor can never be zero for a real camera, the

left factor must be zero. Rearranging therefore yields gumi
solution for f in this case:

h(f — vy tang) /

YT T T fwene (23) i [ -
_ n = — 2
yr = w—foos@. (26) 1=Ky

v + ftan ¢ Note that this expression could also be derived by squaring
both sides of (22) and substituting (28), noting that= 0
implies cos @ = 1 from (31).

Oncef is found, the parametersandé are computed using
(12)-(13).
(27) 2) One vanishing point, known length and camera height
(VLH): Now suppose that instead of a known width, we have
a known length. This information can be exploited in a simila
manner by squaring both sides of (27), substituting (319, an
rearranging to obtain another fourth-order equatiorf:in

SE [ug + 20 — k7] f2 4 (ud +vg)vg =0, (35)

B. One vanishing point where k;, = x//h. This equation always has two positive
. L . . . . roots, leading to two possible values for the focal length, a
While estimating the vanishing poiitio, vo) in the direc- o ohay see. Once the correttis selected, (12)-(13) can be
tion of traffic flow is generally straightforward, it is oftenused to find and 4
quite difficult to obtain an accurate estimate of the vamighi 3) One vanishiné point, known width and length (VWL):
point (u1,v1) in the perpendicular direction. Worse, WherNow suppose that both a width and length are known, but the

u1 = oo (which occurs wher = 0), the three approaches J.UStheight of the camera is unknown. By equating (22) and (27),
described will not work because (11) is rendered uselesa e derive yet another fourth order equation/in

result, we seek a calibration solution that does not regtiee )
latter vanishing point. From (12) and (13), itis straightfard ~ f* + [2(uf + v3) — kv ] £2 + (u§ +v3)” — kg = 0, (36)

Equating these two expressions, substituting ¢ = —vg/ f
from (9), and solving for: yields an expression for the height:

_ frlcos®

h=+ " _
1 f2+'U8’

wherex = (vy —vg)(vp —v0)/(vy — vp). Again, (11)-(13) are
used to computd, 6, and ¢.
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(0.5,)

(uo,-vo) ; (u1 s vl)

(0.y)

(0.5,) ¢
r=(0, h cot ¢)

h cot ¢

(a) Measurements in the world coordinate system (b) Cooreipg measurements in the image plane

Fig. 2. Measurements in the road and image planes used by tleei@alibration methods.

where kv = dkl/wuvg. These two image measurements caonly one of these must be positive for there to be a single real
therefore be used to overcome the unknown world measuselution, f = ,/m_ must be the correct value.

ment, but as with the case of VWH we are left with an In the case of VLHa = 1 andc = (u2 + v2)vé. Therefore,
ambiguity because in some cases there will be two possikle> 0 always, and there is never a single real solutionffor

solutions for f. The ambiguity disappears whem, = 0, In the case of VWL, the condition i&ug + v3)? < kZ-v3.
yielding a unique solution foyf: From (22) and (27), we determine that = m;m
Substituting this equation and (14) leads to
f: kQV—Ug, (37) . 29 2
sin 9. .
which is derived by equating (22) and (27) and substituting (sin¢ + cos” fsin ¢) <1l (42)

cosf =1. .
Sincea > 0 always, we know thatn, > m_, and therefore

[ = /m7 is the correct solution.
Note from these equations that whether the quadratic equa-
All three scenarios involving a single vanishing point regu tion can be solved for a unique focal length depends entirely
solving an equation of the form upon the angleg and 6, without regard to the other param-
eters of the system. To visualize these expressions, Fgure
illustrates the solutions of three scenarios for differeaities
for m = f2. This equation yields a single real solution folf ¢ andé. In all cases the black region indicates that a unique
f= \/m whenac < 0. To see this, let us define the twoSO|UtiOﬂ for f exists becausez+m_ < 0. Note that for VWH

[1l. SINGLE VANISHING POINT AMBIGUITY

am? +bm+c=0 (38)

solutions to the equation as the boundary of the black region is = 6, for VWL it is
described by (42), and for VLH it does not exist.
m, = —b+Vb? —4dac (39) The figure also shows whethet, is the correct solution
2a (gray region) om_ is the correct solution (white region) when
— —b— Vb2 — 4dac (40) the equation yields two positive roots foi. The boundary
B 2a ' between the gray and white regions can be determined analyt-

When sgitm.) # sgnim_), i.e., mem_ < 0, then there ically by solvingb? = 4ac for the different scenarios, leading
is a single real solution. Note thatif > 0 andb > 0, then o the following curves which are shown in the figure:

my4 > 0 as long ag < 0, andm_ < 0 regardless of. Similar < sin 6 cos? 0sin é

analysis for the other choices of sign ferand b reveals that
in all casesac < 0 indicates a single real solution. 5 o o .4 o )

Let us apply thisac < 0 constraint to the three scenarios. (4 cosj sing, +2sing —sing cos) cosy, = 1 (VLH) (44)
In the case of VWH,(1 — k3, )v < 0 leads tokZ, > 1. tan’6 =1.  (VWL) (45)
Substitutingvy from (12) andé from (22) into the definition
kw = 550 yields

2
singcos¢p  sinfcos ¢ > =4 (VWH) (43)

Sincem, = m_ along the gray/white boundary, it would
cos 0 be tempting to assume that the ambiguity is not important
kw = . (41) there. Unfortunately, while the error from choosing the mgo
cos ¢ solution is theoretically zero, the sensitivity of the nuth
Therefore k%, > 1 whend < ¢ if 0 is acute, ormr — 6 < ¢ to measurement errors increases significantly neambthe
if 6 is obtuse. When this occurg,< 0, som, < m_. Since 4ac curve. Some intuition for this behavior may be gained
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(a) VWH (b) VLH (c) VWL
Fig. 3. Using a single vanishing point requires solving adyatic equation form = f2. Depending on the pard) and tilt (¢) angles, the equation can
sometimes be solved uniquely fgrbecause exactly one root fat is positive (black region). Otherwise, both solutions apsifive and an ambiguity exists,

in which case eithem_ yields the correct solution (gray region) nt_ yields the correct solution (white region). In the blackioegfor VWH, the correct
solution ism_, while for VWL it is m.. All three plots form a mirror reflection aboédt= 90° for obtuse pan angles.

by noticing that when the solution in either (39) or (40B. One vanishing point, known width and distance (VWD)

is differentiated with respect to one of the coefficientss th Equating (22) with (49) and rearranging yields:

term v/b2 — 4ac ends up in the denominator, thus leading to sd

theoretically infinite sensitivity along the curve. ftanfcosp = — — us. (50)
To summarize, if sgfiny) # sgn(m_), then we simply w

selectf = /my if my > 0or f = /m_ if m_ > 0. From (8) and (29) we have

Otherwise, if bothm_ andm_ are positive, then there is an —ug f

ambiguity, in which case it is impossible without additibna f2+0¢

information to say whethet . or m_ is the correct solution. Substituting into (50) and solving fof yields

We suggest overcoming this ambiguity by either using the

distance to the road described in the next section, the over- kpvd

constrained method introduced in Section V, or the hearisti f= 1—kp’ (52)

introduced in Section VII-B.

tan 6 cos ¢ = (51)

wherekp = (wus — dd) /wu,. Thus, given a single vanishing
IV. USING DISTANCE FROM THE ROAD point, a known width in the world, and the distanégthis
' equation allows us to computg, from which ¢ and 6 are

Often the perpendicular distandefrom the camera to the determined as before. The heightcan then be computed
edge of the road, in the road plane, is known. From FigureL%ing either (22) or (49).

the following relationships are evident: Note that this approach also does not work witee: 0,

ya = dcsc (46) because (22) and (49) lead to a cancellatiory of
Y2 = hcgtgb (@) h = fsin qﬁ% = fsin (bi = wuy = df.
tanf = 2 (48) U2
Ya — Y2 As aresultkp = 0/0 is indeterminate, rendering (52) useless.

While this parameter is not part of the camera model itself, &% other words, wher = 0 the information provided by the
seen in (5), its availability leads to four additional sceéos® width w and the distancé are the same, thus makirigor ¢
for calibration. necessary to solve fof.

A. Two vanishing points, known distance to the road (VVD$- One vanishing point, known height and distance (VHD)
Using (46)-(48) and substituting= u,, = = =, andy =y, ~ Rearranging (49) and substituting from (9) yields

in (6) yields an expression for the height in termsdof . —dug
fsinf + ugsecpcos = ,
fdtan ¢ (49) h
ugsec pcosf + fsinf’ which, after substitutingec ¢ = f;;fe from (8), becomes

Using two vanishing points, we already kngiweo, andd from 5 . o ) —dvof .
(11)-(13). Therefore, this expression completes the i f7sin"0 —ugug cos™ 0 = n sin 6. (53)
if d is known. Note that this approach, as with the oth&fq, aring hoth sides and using (30) and (31) leads to a fourth-
techniques that use two vanishing points, cannot be used whgjer equation inf:
0 = 0 becauseas; = co. ) )
Additionally, (49) can be used to overcome the ambiguity {(“2 —uo)” d] IE (54)
of the single-vanishing point techniques already disalisse g h?
(VWH, VLH, and VWL), if d is known. Of the two solutions,
the one that satisfies this equation is the correct solution.

d?(ug + v3)

12 A+ usvd =0.

+ |2t~ o) -
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Fig. 4. The solutions for VHD follow a similar trend to those W¥VH in Figure 3. In all cases! = 30 feet, andh € {21,30,45} feet, leading to
u € {0.7,1.0,1.5}.

Thus with a single vanishing point, known height and distanc V. OVERCONSTRAINED METHOD
this equation can be solved fgf. However, like before, this
approach leads to an ambiguity if both roots are positive.
Unlike the previous cases of ambiguity (VWH, VLH
VWL), the ambiguity of VHD also depends upon the rati

Sometimes more measurements are available than are
needed by any method described so far. For example, in
'addition to the required quantities of VWL, we might also
i . ) %now the height and the distance to the road, and, in fact,
p = hjd. Flgu_re 4 shows the behavu_)r of the solutions %e might even have multiple known lengths or widths in the
(54) as a function o) and¢ for three different values ofi. 506 T take advantage of such additional information, we
Note that the location and sr_lape of the regions remain barg'f)'ropose an overconstrained (OC) method that minimizes an
unaffected by even substantial changeg.iffo determine the energy functional composed of the known distance to the road

unambiguous black region, note that as in the previous Ca???(nown heighth, and known measurements (e.g.. lengths or
involving a single vanishing point, VHD yields a single reawidths) in the road plane;. That is, we find
solution whenac < 0, or & '

2 (us — up)? argmin)\d|d—ci|+Ah|h—B’+AwZ|wi—@i|, (60)

— >t (55) Fhoo -

h2 ’l}g =1

wheren is the number of known measurements in the road
plane, and)\;, A,, and A\, are scaling factors that weigh
the importance of the different terms. (We set = A\, =

Ao = 1.) Since the functional can include any number of
(56) measurements in the road plane, it is possible to achieve

o ] _ even greater redundancy by using image distances of naultipl
Similarly, the boundary between the gray and white regioRghicles, along with a priori distributions of known lengtiind

in the figure is given by? = 4ac, which leads to widths of vehicles, with the lengths perhaps categorizethby
type of vehicle. At any rate, the functional is minimized lpy a

Solving (49) foruy, and substituting, along with (8) and (9)
yields an expression for the unambiguous region:

cos — cos ¢ > i sin @ sin ¢.

A(cosy +pusing sing)ihg,e — 5y = 4cosg,  (57) plying Levenberg-Marquardt non-linear optimization &tay
from the parameters given by VWL (or any other method).
where In the case of ambiguity, all sets of parameters are used as
Yo = sin + Sini cos; (58) starting points. In this way, this approach can not only iovpr
e0 sing cosg(sing —psing cosy) the quality of the final solution, but it can also overcome the
ambiguity.

Note that the optimization finds the parameter values that
D. One vanishing point, known length and distance (VLD) minimize the distance measurement error, perhaps at the
Equating (27) and (49) yields, after some manipulation,%{(pense of increasing the. error in the estimated par'ameters
. S themselves. This is a desirable outcome, however, since the
sixth-order equation iry: . ! S .
primary goal of camera calibration is to measure distances
~2 in the road plane. In contrast, generic camera calibration
fO+ [2ud + 3v5 — ?(UO —ug)?]f* (59) approaches generally minimize image reprojection errorgus
5 o 0 9, 9 o ) ) some sort of bundle adjustment.
+ [(ug +vg)” + 205 (ug + vg) + 2y uz(uo — u2)|f
2,2 2N2 2,2 2 _
+ [0 (ug +v9)” — 7 7wgua] =0, VI. TAXONOMY APPLIED TO EXISTING METHODS
wherey = kf¢/d. This is the worst ambiguity of all, yielding Over the years various traffic researchers have proposed
up to three solutions fof. As a result, in our experiments wemethods for camera calibration, both manual and automatic.
exclude this technique. Table | illustrates how these methods fit into our taxonomy.



IEEE TRANSACTIONS ON INTELLIGENT TRANSPORTATION SYSTEMS, VOL. XNO. X, XX XXXX 8

Note that the table does not include simplified calibratiobeforehand. Using two parallel lines found automaticafly i
methods that do not yield the camera parameters [2], [3]. the image by edge detection, along with a known width, the
A number of authors have proposed solutions that fadther parameters can be found using (11)-(13) and (22).€Thes
within the category of VVW, which has been by far the mosnethods, neither of which allows for non-zero roll angleyldo
popular method to date. Lai and Yung [12] and Schoepflive included in the table by expanding our taxonomy to include
and Dailey [14] both describe automatic methods for findingH® and VWF, respectively.
the lane boundaries and a line perpendicular to these line#A recent solution presented by Zhang et al. [22] relies
(i.e., perpendicular to the direction of traffic flow). Thenda on estimating vanishing points in three orthogonal dicetdi
boundaries are used to compute the first vanishing poinsing pedestrians to obtain the vertical vanishing poifis T
while the assumption of zero roll angle is used to estimateork is reminiscent of the well-cited work of Wang and Tsai
the second vanishing point from the perpendicular line. [d9], which also use three vanishing points albeit in theapla
our previous work we used this same formulation for botBy solving for the complete camera calibration matrix, the
manual [10] and automatic [11] calibration. Once calilmati approach of [22] solves for the principal point and roll angl
has been performed, Schoepflin and Dailey [14] mention thHatwhat could be termed VVVH, since the height of the camera
the calculatedh and d can be used to recalibrate after PT4s known.
movement using a single vanishing point (VHD), though no
results are shown. VIl. EXPERIMENTAL RESULTS
The zero roll angle assumption is not invoked by Fung et aI'The various calibration methods of our taxonomy were

[5], who require the user to click on four points correspugd| evaluated using both simulations and real experiments.
to a rectangle in the road and then compute the two vanishing

points from the two sets of parallel lines. Similarly, Zhaex ) )
and Pengfei [24] propose a particularly interesting metiood A- Simulations
overcoming a non-zero roll angle. They obtain the vanishing A simulated camera satisfying the assumptions described
line by geometric construction using three parallel linds an the beginning of Section Il was placed near a simulated
equal intervals (e.g., the boundaries of two adjacent lanis straight, flat stretch of road. The camera was placed at three
equal widths). Both of these approaches can be classifieddifferent heights 0, 40 and 50 feet) above the road, and
VVW. at three different distances from the edge of the road (40,
To avoid the difficulty of estimating the second vanishin@0, and -20 feet), where the third distance indicates that th
point, several researchers have proposed single-vagipbint camera was in the middle of the road. The tilt and pan angles
solutions. Gupte et al. [7] describe an interactive userfate of the camera were changed from®° to 60° and 0° to
in which the camera parameters are solved using an iterath@®, respectively, inl0° increments. Three focal lengths were
nonlinear minimization technique assuming known quaatiti selected 50, 300, and500 pixels), leading to an exploration
similar to those required by VWL. He and Yung [8] analyzepace consisting 0972 configurations (3 focal lengths 3
the problem of ill-conditioned vanishing points (i.e., el heightsx 3 distancesx 6 tilt anglesx 6 pan angles).
lines in the world appearing parallel in the image, which is For each of these configurations we conducted 2000 simula-
often the case for the second vanishing point). Their amgproaions with noisy measurements to analyze the effect of emor
assumes that two sets of parallel world lines are known in thiee estimated camera parameters. Both image and world mea-
image, one pointing along the direction of traffic flow and theurements were perturbed by adding random Gaussian noise.
other perpendicular. If either set is nearly parallel inithage More precisely, we sef = ¢ + &, whereq and § represent
then the other set is used to find the other vanishing point irttee original and perturbed measurements, respectively, an
manner similar to VWL, but if neither set is nearly parallel it ~ N(0,0?) is a zero-mean normal random variable with
the image then their method reduces to the VVW approachafriances?.
Fung et al. [5]. We borrow much of our notation from Song Prior to the simulation, a set of line segments in the
et al. [15], who estimate the vanishing point automaticalload plane was randomly generated within the field of view,
using edge detection to find the lane markings in the statiod a ground truth simulated camera was used to yield the
background image, from which the calibration parametegs arorresponding image coordinates for each line segmenterhe
determined using VWH. Their paper is especially relevantlues were used to test the accuracy of the parameter estima
because it not only introduces the second-order equation fimn as follows. After a given method was used to estimate the
m but also explicitly mentions that they ugkto overcome camera parameters from the noisy measurements, the image
the ambiguity in the solution. coordinates of the line segments were backprojected oeto th
Some previous methods require prior knowledge of cameam@ad plane using the estimated parameters. The estimated
parameters. For example, in the early work of Bas and Crismdistance along each line segment was compared with the
[1], both the height and the tilt angle of the camera amorresponding ground truth distance, and the mean absolute
assumed known beforehand. The vanishing point is computemor in these estimated distances was used to quantify the
from two parallel lines manually drawn in the image along thaccuracy of the method.
lane boundaries. From these quantities, the other paresnete Note that our evaluation is directly based upon measure-
can easily be estimated using (11)-(13). Similarly, thehmdt ments in the road plane. This decision is due to the specific
of Wu et al. [20] requires the focal length to be knowrapplication being considered, in which the purpose of the
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[ Previous work [ Method] Known quantities [ Non-zero roll? ]
Lai and Yung [12] VVW Two parallel lines, one perpendicular line, and lane width No
Schoepflin and Dailey [14] VVW Multiple parallel lines, one perpendicular line, and lanielttv No
Kanhere et al. [10 VVW Two parallel lines, one perpendicular line, and lane width No
Kanhere et al. [11 VVW Two parallel lines, one perpendicular line, and vehiclettvid No
Fung et al. [5] VVW Rectangular pattern of known width Yes
Zhaoxue and Pengfei [24] VVW Three parallel lines with identical known widths, and peweular line Yes
Gupte et al. [7] VWL Two parallel lines, lane width, distance between lane maskin Yes
He and Yung [8] VWL Rectangular pattern of known width and length Yes
Song et al. [15] VWH Lane width and height of the camera No

TABLE |

PREVIOUS WORK CATEGORIZED USING THE PROPOSED TAXONOMY OF CABRATION METHODS. THE LAST COLUMN INDICATES WHETHER EACH
METHOD ALLOWS FOR A NON-ZERO ROLL ANGLE.

camera is solely to obtain speeds and other information with
respect to the road. Our approach is in contrast to evahstio a0 620 150 o0 610 e 6220 150 10 o8
of generic camera calibration methods based upon image me s 5
surements, such as [6], [25], where the primary focus is upol *
recovering internal camera parameters of fixed-focal kengt ¢*°
cameras. Other researchers [4], [9], [16] compare generi
calibration techniques using sophisticated equipmeni s1c .
laser range finders or structured light systems. Such eqnpm s
would be difficult to apply in the application considered doe ol - = : -
the dynamic nature of the scene and the outdoor illuminatiorn Hessurementnoise (2 Measurementnoise )
|eVeIS 16 f=500 d=20 h=50 @=30 6=10 f=500 d=20 h=50 @=30 6=30
Figures 5 and 6 show simulation results for four different **
angles for the value§ = 500 pixels, d = 20 feet, and "
h = 50 feet. Notice from these figures that, in general, the
sensitivity to measurement errors decreases significagly
the tilt angle¢ increases to a moderate value. Note that the Z;’
methods based on length (specifically VVL, VWL, and VLH) L&

0.01 01 0.2 0.01 01 0.2

outperformed the other methods, and that the two-vanishing Measuremen noise (0) Measuremen noie (2

point methods were generally more accurate than those Usig 5.  Simulation results of the two-vanishing-point methodVL is the
a single vanishing point. The other simulations, which areast sensitive to measurement noise.

omitted due to space limitations, exhibit similar qualitat

trends as those shown in these figures. To give the reader an

idea of this stability, Figure 7 shows the results when tlealfo

length and ratiqu = h/d is changed. The results in the left and

right columns are nearly the same as those in the bottom-rigt " 12500 d=20 h=50 ¢=10 6=10 12500 d=20 h=50 410 6=30

10

plots of Figures 5 and 6, respectively. —— A —— v

—<—VLH —<—VLH
The calibration methods were evaluated on real images fog,,

ﬂ ——ww 8 WLy
—<— VWD —<— VWD
—&—VHD —4—VHD

6 12 7
four test setups at three locations. Setups 1 and 2 wereredptu

by a permanently mounted PTZ camera, which provided the , .ex7-. g

——VVH |z
—— VW
4 —s— VWL

—v— VWD

2

Test error
-
o
Test error (%)

N

.8

o o
o

Test error (%)
Test error (%)

@
S

IS
S

B. Experiments

error (%)

w
8
Test error (%)

. . . . 0.01 0.1 0.2 0.01 0.1 0.2
ground truth tilt angle using its internal encoders. Se®ipad Measurement noise (0) Measurement noise (5
4 were captured by a portable camera without the capability 5500 d=20 h=50 =30 =10 =500 d=20 =50 =30 6=30
of providing ground truth tilt. For both cameras, the ground ss i i

—a— VWL [y A
—5— VWD

—A—VHD

truth focal lengths were computed using the planar calimat *
method of Zhang [23]. All other ground truth values were s
acquired using a tape measure, and all image measuremer s
were obtained manually by clicking on the image to avoid *
. . . . 05
image processing errors. We would like to emphasize that th
distance measurements)(used in the overconstrained (OC)
SO|UtIOI:1 were different from the test distances used touael Fig. 6. Simulation results of the single-vanishing-point neets. VWL and
the calibration accuracy. VLH are the least sensitive to measurement noise.

The results of the various methods are presented in Table II.
In addition to the camera parameters, the table shows the

[d
2

t error (%)

Test error (%)
o kN W s O o N ®

0.01 01 0.2 0.1
Measurement noise (o) Measurement noise (o)
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oo R o IR this value comes from intersecting thé = 4ac (gray/white)
25 v . e curve with theg = 6 line. With VWH and VHD, there is only

B E a slight chance ofn. being the wrong solution (see the white
sliver in Figures 3 and 4).

To test the validity of our choice of., to overcome the
it ambiguity when both roots are positive, we used additional
= o SRR T - information about known quantities collected for theserfou

Hessurementnetse (¢ setups. In the case of VWH, VLH, and VWL we used the
e 0 known distancel to the road, whereas in the case of VHD
we used a known length In all cases we found that the
parameter value computed usimg, was indeed closer to
the true value than the alternative value computed using
While this is not a guarantee that the “seleet. when in
doubt” heuristic will work in all situations, it neverthae
— - confirms its correctness in these setups, and it indicats th
Measurement noise () this heuristic may be useful in other configurations as well.

Fig. 7. Simulation results for the two-vanishing-point metbdleft column)

and the single-vanishing-point methods (right column) fdfedent values of

f andp = h/d. Note that the sensitivity of the methods is not significantly

affected. VIIl. CONCLUSION

Test error (%)
Test error (%)

0.1
Measurement noise (o)

—e—VVH
—— VW 7
2 —e— WL
—v—WD

7 P

Test error (%)

Test error (%)
T R S )

0.01 0.2 0.01

0.1
Measurement noise (o)

As vision-based traffic monitoring and data collection be-
accuracy of each method’s ability to estimate test distanggme more widespread, it will be important to accurately
measurements in the road. The test errors are then graphicghlibrate roadside cameras to compute vehicle speeds and
illustrated in the plots of Figure 8. These results show thagfasses. Generic camera calibration techniques do noilyread
methods based on using two vanishing points (VVH, VVWpply to this scenario due to the lack of a calibration grid an
VVL, and VVD) and/or using a measurement of known lengtthe dominance of a single plane. While many researchers have
(VVL, VLH, and VWL) outperformed the other methods, proaddressed the problem of camera calibration in the context
ducing errors less than 10%. In contrast, the single-vamash of traffic applications, there has been no attempt to date to
point methods without a known length (VWH, VWD, andeyaluate the different approaches. In this paper we have pro
VHD) performed poorly, producing errors of approximatelyosed a taxonomy of roadside calibration approaches terbett
10-20%. Note that even though VVD performs comparabgycilitate discussion of the relative merits of the apphess
to the single-vanishing point techniques, it is noticeabtyse as well as the conditions under which they are expected to
than any other two-vanishing point technique, thus showiRgork. In developing this taxonomy, we have introduced sgver
that distance to the road is not a reliable measurement fdy methods that have not been considered in previous work
calibration. These observations are consistent with theisi (VVH, VVL, VLH, VVD, VWD, and VHD), in addition to
lations above. three that have (VVW, VWH, and VWL). We also introduced

These results were obtained by first compensating for tha overconstrained approach that not only reduces error but
non-zero roll angle in Setups 3 and 4, which was achieved hiso overcomes the important but oft-neglected ambighiy t
a simple image rotation. Regarding the other assumptionsisninherent with single-vanishing point solutions. We then
the camera model, the unity aspect ratio and zero skew angienpared the methods using both simulations and real image
assumption hold true for nearly all modern cameras and-thedata to evaluate their accuracy under different scenahos.
fore incur little risk. While the principal point can often begeneral, the methods that use a known length outperform
far from the image center, we have found that this assumptitite other methods, and all methods perform better when the
nevertheless does not significantly affect the resultssingu camera is tilted at least a moderate amount. One important
errors to increase by no more than approximately 2%. conclusion of this study is that the most popular method to

We should mention that while performing calibration wittflate, VVW, does not perform well at estimating lengths in the
real images, the quadratic equationvinoccasionally resulted road.
in two positive solutions (resulting in two sets of paramgte In this paper we have focused solely upon the geomet-
satisfying all respective equations). These cases aredtatl ric relationships between the various quantities, withadt
by an asterisk«) next to the estimated focal length in Table Iidressing the vast number of image processing techniques
To resolve this ambiguity, we always selected, as the for automatically obtaining them. Our purpose in doing this
solution when this occurred. This choice was based on thes to determine the efficacy of roadside camera calibration
assumption that typically both the pan and tilt angles aie nitself without regard to the errors of any particular image
excessively large. Within the rand® < 6 < 45°, m, is processing algorithm. Even with very accurate measuresnent
guaranteed to be the correct solution for VWL, as seen e conclude that camera calibration is a delicate and $emsit
Figure 3. Similarly, if bothy andé are no greater thagg.17°, process for which great care must be taken to ensure accurate
thenm._is also guaranteed to be the correct solution for VLHgsults.
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Setup | Quantty | GT || VWH | VW | WL | WD || VWH | VLH | VWL | VWD | VHD ocC
f(pixels) | 435 || 373.8 | 373.8 | 373.8 | 373.8 || 159.6 | 378.0° | 3480 | 182.4 | 204.7 | 319.1
h (feet) 285 | 285 | 305 | 288 | 254 || 285 | 285 | 305 | 296 | 285 | 287
sewp 1| d (o) 205 || 223 | 239 | 226 | 205 || 180 | 224 | 237 | 205 | 205 | 205
6 (degrees)| 14.5| 139 | 139 | 139 | 139 | 301 | 138 | 149 | 269 | 244 | 147
9 (degrees)| — 124 | 124 | 124 | 124 || 247 | 123 | 132 | 225 | 207 | 132
Test error | — 6.9% | 6.8% | 6.5% | 14.6% || 32.2% | 6.8% | 5.1% | 28.3% | 28.2% || 3.5%
f(pixels) | 435 || 320.8 | 320.8 | 320.8 | 320.8 || 324.0 | 347.7 | 312.6 | 243.8 | 257.8 | 312.6
h (feet) 285| 285 | 300 | 296 | 26.0 || 285 | 285 | 299 | 293 | 285 | 29.9
Setup 2| 9 (feed) 205 || 228 | 239 | 237 | 205 || 228 | 234 | 237 | 205 | 205 | 205
& (degrees)| 24 264 | 264 | 264 | 264 || 261 | 246 | 269 | 331 | 317 | 269
9 (degrees)| — 246 | 246 | 246 | 246 || 244 | 232 | 250 | 294 | 284 | 250
Test error | — 48% | 9.8% | 8.4% | 7.0% | 5.0% | 6.3% | 9.3% | 6.2% | 3.0% | 4.7%
f(pixels) | 290 || 4255 | 4255 | 4255 | 4255 || 367.1 | 366.7 | 2965 | 2685 | 313.8 | 360.1
h (feet) 32 320 | 359 | 285 | 266 || 320 | 320 | 371 | 37.4 | 320 | 405
Setup 3| 9 (feed) 10 149 | 167 | 132 | 100 || 139 | 140 | 142 | 100 | 100 | 100
6 (degrees)| — 120 | 120 | 120 | 120 || 139 | 139 | 170 | 187 | 161 | 165
0 (degrees)| — 199 | 199 | 199 | 199 || 225 | 226 | 269 | 290 | 257 | 26.9
Test error | — 11.2% | 14.6% | 10.6% | 15.6% || 5.9% | 6.0% | 3.1% | 5.1% | 10.1% || 2.8%
T(pixels) | 290 || 314.4 | 314.4 | 314.4 | 314.4 || 7055 | 355.60 | 281.8 | 226.9 | 293.7 | 3259
h (feet) 32 320 | 366 | 348 | 307 || 320 | 320 | 372 | 389 | 320 | 397
Setup 4| 9 (feed) 20 265 | 303 | 289 | 200 || 322 | 279 | 292 | 200 | 200 | 200
& (degrees)| — 145 | 145 | 145 | 145 6.5 12.8 | 160 | 19.7 | 155 || 16.2
9 (degrees)| — 293 | 2903 | 203 | 293 || 144 | 265 | 319 | 371 | 309 | 319
Test error | — 7.4% | 6.0% | 4.1% | 10.9% || 38.4% | 6.4% | 3.0% | 4.9% | 10.3% || 2.5%
TABLE I

EXPERIMENTAL RESULTS ON REAL IMAGES OBTAINED WITH FOUR SETUSB (TWO DIFFERENT CAMERAS THREE DIFFERENT LOCATIONS AND VARIOUS
ANGLES). THE COLUMN GT CONTAINS GROUND TRUTH VALUES WHEN AVAILABLE. THE REMAINING COLUMNS CONTAIN THE VALUES ESTIMATED BY

THE VARIOUS METHODS ALONG WITH THE MEAN PERCENTAGE ERROR OF THE TEST DISTANCEESTIMATED VALUES WITH LESS THAN 10%ERROR
ARE SHOWN IN BOLD. THE ASTERISK(*) INDICATES THAT BOTH ROOTS WERE POSITIVE AND THEREFORE THESELECTm 4+ WHEN IN DOUBT”
HEURISTIC WAS EMPLOYED
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Fig. 8. Graphical illustration of the test-length errorsTable II. Left: The errors of each method for the four diffareatups (the four bars are for Setups
1 to 4, from left to right). Right: Mean and standard deviatf the length-measurement error among the four setups, for mathod.
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