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ABSTRACT

Motion segmentation is an important process in computer vision. Graph cut based tools

exist for segmenting moving objects in images using frame-to-frame correspondence. Also

graph cut tools have been shown to perform efficiently for stereo correspondence. In this

thesis, multiway graph cut techniques and affine transformations for stereo and motion by

Birchfield and Tomasi are analyzed. This work was primarily intended for stereo pair of

images and two frame motion with slanted surfaces. In this thesis, two extensions to this

technique are explored. One is using multiway cuts and affinemotion model to perform

motion segmentation over a sequence of images. This is achieved by performing frame-

to-frame motion segmentation and predicting an estimate ofmotion segments in the next

image. This estimate is used to initialize the labels for multiway cuts in the next frame,

thereby reducing the number of labels and increasing computational efficiency. The other

extension is on stereo, where hard constraint points are used to prevent the algorithm from

smoothing out small or thin long objects in the depth maps. Inaddition, an interactive tech-

nique for selective occlusion detection is also presented.Results for all proposed extensions

are given for real images.
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Chapter 1

Introduction

With the advent of the video camera, the way we see things in this world has changed

significantly. Images and video are becoming a part of everyday life. Large amounts of

video data are being handled in the technological field. New applications are emerging

in many commercial and industrial sectors that demand efficient processing of video in-

formation without any human intervention. The field of computer vision has been able to

provide myriad computational tools to analyze and process these video and image data. In

broad terms, object recognition, shape representation, classification, tracking, segmenta-

tion/grouping, matching/correspondence and 3D reconstruction are some of the high level

goals of this field. In this thesis, the specific problem of segmenting image sequences

primarily using motion information is studied.

Motion acts as an important cue in visual understanding of real world scenes. In the

analysis of image sequences, the importance of motion information cannot be overempha-

sized as it is an underlying factor that helps in segmenting an image into regions that are

homogenous in aspects such as color, texture and semantically meaningful objects. Motion

segmentation is a fundamental technique in analyzing imagesequences and its output can

be used for further processing. For example, if object recognition is to be performed on a

complex video sequence exhibiting motion, then it would be much easier to perform motion
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segmentation first and process the resulting segments. By this way recognition algorithms

can concentrate on important regions in the image and ignoreuninteresting details such

as background. Motion analysis and associated video processing techniques are also used

in robotic navigation, video compression, video indexing and retrieval, object tracking,

surveillance and numerous industrial applications.

1.1 Motion Segmentation

Motion segmentation is basically defined as grouping of pixels that are associated with a

smooth and uniform motion profile. The segmentation of an image based on motion is

a problem that is loosely defined and ambiguous in certain ways. Though the definition

says that regions with coherent motion are to be grouped, theresulting segments may not

conform to meaningful object regions in the image. To alleviate this problem, the motion

segmentation problem is placed at two levels namely, low level and high level. Low level

motion segmentation tries to group pixels with homogeneousmotion vectors without taking

any other image information such as color or shape. This is formally defined as carving

out differently moving disjoint regions in an image in a sequence [4]. High level motion

segmentation divides the image into regions that exhibit coherent motion and also uses

other image clues to give image plane segments that are projections of real semantic objects.

In this thesis, motion sequences that contain a small numberof 3D moving objects are

considered for processing. High level motion segmentationof these sequences is performed

by carrying out a low level motion segmentation task initially and then by using appropriate

motion models. Traditionally, the motion segmentation task uses two consecutive image

frames in discerning motion regions in the image. There are also approaches to motion

segmentation where a sequence of image frames is taken and processed. This kind of

processing uses information from both the spatial and the temporal domain. This is termed

as spatiotemporal segmentation of image sequences. Spatiotemporal segmentation of video
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is a general concept that is very popular in the area of video coding and video compression.

In this type of space-time processing, the video ‘volume’ isseparated into 3D blobs in such

a way that each of these blobs represent some definite entity.For example, a video showing

a single person moving may be analyzed and only the volume corresponding to that person

may be extracted. This can be achieved using a variety of information such as object

shape, color [12] and motion over time. In this thesis, work on extending a specific two

frame motion segmentation algorithm to image sequences is performed. This also comes

under the category of spatiotemporal segmentation, since spatial relationships are captured

in frame-to-frame correspondence and the temporal relationship exploited by estimating

segments from one frame to the next.

1.2 Outline of Proposed Algorithms

In this thesis, the problem of dividing images into distinctnon-overlapping 2D segments

mainly using motion information is studied. Also, the inter-frame dependence of motion

segmentation in image sequences is utilized. The segmentation at any frame in the sequence

is driven by motion segments obtained in the previous frame.An algorithm is proposed for

motion segmentation over image sequences that uses powerful combinatorial mathematical

tools. Specifically, the multiway cut technique for frame-to-frame correspondence devel-

oped by [11] is used. This technique was extended in [6] usingthe affine transformation.

This paper is implemented from ground up and analyzed extensively in this thesis. Here

multiway cuts and affine transformation techniques are usedfor stereo correspondence and

two frame correspondence in motion. This technique is extended to perform motion seg-

mentation on a sequence of images rather than just two frames.

The exact algorithm is detailed in Chapter 5 and it is briefly explained here. The mul-

tiway cut tool with affine displacement functions is run on the first frame of the image se-

quence. This produces a segmented image with each region having some calculated affine
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parameters. The regions are warped based on these parameters to give an estimate of mo-

tion regions for the next frame. This is used to initialize the multiway cuts for this frame.

The process is then continued for all the frames in the sequence to extract the motion lay-

ers. Another technique for extending the stereo correspondence work of [6] is presented.

Here hard constraint points, for the disparity map, obtained using normalized correlation

are used to initialize the multiway cuts. This is done to prevent the algorithm from re-

moving small and thin long objects, essential for representing the scene structure, from the

disparity map. A simple interactive technique for determining occluded regions in images

is also proposed. This is performed by residue computation using affine parameters.

The following goals are used to make the algorithm comparable to some degree with

existing state-of-art methods.

1. Accuracy of motion segments - results of the algorithms must obey ground truth to a

reasonable extent.

2. Computational time - computer calculations must be feasible and processing time

must be minimal.

3. Robustness - must be stable and able to handle different image sequences.

1.3 Overview of Thesis

The thesis is organized into six different chapters. Each ofthese chapters presents theoret-

ical and practical research material regarding the problemof motion segmentation as well

as details of the proposed algorithms, comparative analysis and experimental results.

The next chapter is a review of current and past research workon motion analysis and

motion segmentation. This chapter gives a summary of different algorithms that deals with

image motion and its use in segmentation. The algorithms summarized in this section
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belong to several different areas inside the mathematical domain ranging from probability

and statistics to level sets and partial differential equations.

The chapter on image motion and motion models talks specifically about mathematical

computation of motion information and two different motionmodels. Theory on optical

flow is discussed, and its importance on motion understanding is given. Translation motion

model is briefly considered, and affine motion model is dealt in detail. The procedure to

extract region based affine parameters is also addressed.

The graph cuts and energy minimization chapter talks about specific graph-based al-

gorithms for various computer vision tasks. Topics such as binary segmentation using

maximum flow, formulation of segmentation as energy minimization, and multiway graph

cut techniques are explained. The performance analysis of these systems on some real

sequences is also examined.

The next chapter contains all the algorithms experimented and their corresponding re-

sults. This chapter talks about how the motion segmentationproblem for image sequences

can be solved using existing multiway cut formulations. Extensions to improve current

stereo correspondence results are discussed. Occlusion detection is investigated, and re-

sults for selective regions are given.

The final chapter summarizes the work put forth and discussesfuture possible exten-

sions to the current techniques. The direction of subsequent work for improving results and

increasing efficiency is also expressed.



Chapter 2

Motion Analysis and Segmentation: A

Review

Motion in the image plane is a problem that has been studied quite extensively by re-

searchers in computer vision. Analysis of motion is a critical step before motion informa-

tion can be used for any image processing task. The computation of 2D motion vectors

across an image either densely or sparsely is a difficult taskthat proceeds with several as-

sumptions. Any motion estimation technique assumes certain image criteria to be true, and

the efficiency of motion analysis and motion segmentation tools depends on how well these

assumptions are true and how best these algorithms fit all those assumptions into a proper

framework.

In this section, several existing algorithms that perform motion estimation and motion

segmentation are discussed. Some of these algorithms are landmark works in image motion

analysis and they carry out these tasks remarkably in practice. These algorithms give an

overview of the problem of image motion estimation, theoretical difficulties with compu-

tation, and mathematical scope.
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2.1 Lucas-Kanade Feature Tracking

Here we briefly explore the pioneering work done in the problem of sparse correspondence

in images called feature tracking. It was introduced first byLucas and Kanade in 1981

and then later extended by Kanade and Tomasi [28] and Shi and Tomasi [27]. Features are

points or small regions in the image. In [27] optimal features are selected from an image

and tracked over the sequence. Since feature selection was performed from the point of

view of tracking, both the selection and the tracking tasks are optimized. Feature tracking

uses two motion models, the translation motion model and theaffine motion model. The

translational motion model was used to perform frame-to-frame tracking and the affine

motion model is used for consistency check of features tracked over longer sequences. The

primary equation in feature tracking is given below.

ǫ =
∫ ∫

W
[J(Ax + d) − I(u)]2w(x)dx (2.1)

This equation tracks a feature window from one image to another by finding a matching

region by minimizing the sum of squared differences,ǫ, of the warped window and the

original window. In this equation,I is the current image,J is the next image andA andd

refer to affine motion parameters.w(x) can be set to Gaussian function to give importance

to pixels in the center of the window, or to all ones. The estimation of all the parameters

involves minimizingǫ, the residual error. For this, the equation is differentiated with respect

to the unknown parameters and set to zero. After linearization by truncated Taylor series

and manipulation, we get the well knownT matrix of the equation that is shown below.

Tz = e (2.2)

In this equation,T captures the spatial variation of image gradients inside the window

andedenotes the error between the matching windows in the two images. The eigenvalues

of the T matrix give an idea of the quality of the feature window. If both eigenvalues
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are small, the window is of fairly uniform intensity, if one is small and other is large, the

window has a steep gradient in one direction and if both are large then the window has

good texture and it can be easily tracked. But even if a window has good texture it may not

be a good one to track because it might not represent a real point in the world, for example

it may be over a depth discontinuity. To avoid such features,dissimilarity measures of the

feature windows tracked over the frames are calculated and features whose dissimilarity

goes out of limit are abandoned.

Once the problem of selecting and tracking of features is solved, we are faced with the

problem of grouping the features to get an estimate of coherently moving objects in the

image. Grouping of features is one way to get the motion information in the image. To

avoid the heavy computational burden of calculating dense motion fields, motion vectors

of large number of sparse feature points spread over the image can be calculated and those

features could be grouped [4]. Here, only features that are successfully tracked from one

frame to the other are considered. Also the frames are to be sufficiently apart in time for

motion of different features to be distinguishable. Then the three-step algorithm, which

involves the growth of group of features starting from the center one, is implemented to

attain partitioning of the image into groups of features based on different motion profiles.

2.2 Segmentation and Tracking by Normalized Cuts

Segmentation and tracking can be achieved using normalizedcuts, introduced by Shi and

Malik [26]. Motion segmentation was performed by computingthe normalized cut of a

weighted graph obtained by estimating the motion profiles [25]. Normalized cuts come

under the general category of graph-theoretic clustering.Since knowledge of segmenta-

tion in previous frames is incorporated, efficient groupingis attained at the current frame.

Normalized cut technique is a global measure that reflects both the similarity within the

segmented partitions, as well as the dissimilarity across the partitions. Normalized cut
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techniques involve computation of eigenvectorsy from the generalized eigenvalue system

defined below.

(D − W)y = λ Dy (2.3)

In this equation,D represents the connectivity information of all nodes in thegraph

that is being cut. The spatiotemporal affinity matrixW is obtained from the motion profile,

which is a measure of the probability distribution of the image velocity at each pixel. In as-

signing weights to the edges in the graph, similarity measure between image patches based

on SSD difference is used. AfterW andD matrix are formed the eigenvectors correspond-

ing to first few eigenvalues are computed and using these, a recursive repartition algorithm

is run to segment the image. When the image sequence is long, only a fixed number of

image frames centered on each incoming image frame in the time domain is used to avoid

computational complexity.

2.3 Layered Representation of Moving Images

A system to represent moving images with sets of overlappinglayers is proposed in [29].

Here the task is to decompose the given image into a set of depth-ordered layers with each

layer corresponding to different semantic objects in the image. This representation defines

three maps, namely intensity map, alpha map and velocity mapfor compositing layers

ordered in depth. The intensity map gives color informationabout the layer, the alpha map

serves to define the opacity or transparency of the layer at each point and velocity map

describes the warping over time.

The layered representation actually involves two steps. The first step is the segmen-

tation step followed by a layer synthesis step. Segmentation step involves partitioning

the image into non overlapping regions. This involves optical flow based motion analysis

and the segmentation by affine model fitting.k-means clustering method has been used to
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achieve this segmentation. Synthesis of layers is arrived at after considering the motion

information of layers accumulated over time. Correspondingregions in two image frames

are allowed to differ only by affine transformation and bicubic interpolation is used for

motion compensation. Alpha and intensity maps are then estimated. Median filtering op-

eration is applied on all data points over a layer to preserveedge information and finally

foreground-background relationships are determined.

2.4 EM Algorithm for Motion Segmentation

This section summarizes the work done by Weiss and Adelson [30] in incorporating spatial

coherence in the mixture framework, a probabilistic approach, for motion segmentation.

Here, the addition of a spatial constraint to the mixture formulations and the use of a variant

of the EM algorithm using both the form and motion constraints have been performed.

Mixture estimation performs estimation of parameters given data that was generated by

multiple processes. The EM algorithm is a special case of mixture estimation in a way that

there is incomplete data. E stands for estimation and M for maximization.

Estimation step refers to assignment of data points to the appropriate models given the

parameters of the models and Maximization refers to estimation of parameters given the

association of data points to the models. In motion analysis, parameters are the ones that

describe motion predicted by the model. The E step works to minimize the residue or the

error between the observed motion and the motion predicted by model parameters. The M

step then updates the model parameters based on data point assignments. To add spatial

constraint, static intensity cues are used for model prediction for pixels in a fragment. The

likelihood of nearby pixels belonging to the same model is also exploited. The performance

of the algorithm for different video sequences is presented. It is observed that future in-

vestigations are possible in adding advanced static form constraints to achieve robust scene

segmentation.
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2.5 Space-Time Algorithms

Spatiotemporal segmentation is one of many ways to content-based analysis of image se-

quences. In [24] segmentation is performed in space-time using hierarchical mean shift

analysis. In this method, all the frames in an image sequenceare stacked up into a 3D

block and for every pixel in this block, a 7D feature vector iscomputed that takes local

optical flow, color and position information. Once all the pixels are taken to this higher

dimensional space they are grouped in that dimension using clustering techniques of mean

shift segmentation. The hierarchical clustering method works by the repeated application

of mean shift analysis over increasingly large ranges. Meanshift analysis is a good clus-

tering/grouping tool that is exploited here with the motionsegmentation problem getting

solved in the spatiotemporal domain.

This paper also has a good classification scheme of all segmentation methods that uses

motion information. They claim that all algorithms for motion based image and video

segmentation fall into the following general categories. 1. Image features such as motion,

color and texture are used to perform a 2D grouping and these groups are grown in the

temporal direction, 2. Discrete features or interest regions are first tracked temporally and

then those features are grouped based on motion trajectories. 3. Segments or interest

regions are simultaneously grouped spatially and temporally.

2.6 Graph Algorithms

Graph based algorithms [10, 21, 9, 19, 17] for motion estimation are robust and efficient.

These algorithms construct a graph of nodes and links with usually nodes representing

pixels in the image and links enforcing local connectednessof these pixels. The graph is

then processed using algorithms such as maximum flow and multiway cuts to achieve tasks

such as correspondence and grouping. For example, in the stereo correspondence problem,

each node in the graph will be labeled with particular disparity based on the penalty that it
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receives for any given label and labeling of neighborhood pixels. This local computation

is put into a global energy minimization framework [11] and the multiway cut engine finds

a good local minimum, if not global minimum. Graph based algorithms are explained in

more detail in Chapter 4.



Chapter 3

Image Motion and Motion Models

The world, as we perceive through our eyes, is constantly changing. These changes are

caused due to (a) the movement of objects in the scene, (b) themovement of eyes to focus

a different scene and (c) changes in lighting across the scene. Two of these occurrences

result due to some physical movement and the third one is the manifestation of variation

in illumination. This visual motion helps us in understanding what is going on in the real

world. In the same way, images of the real world captured by camera are analyzed by

machines automatically to perform various tasks. In order to do this, a representation of

the visual motion is desired and this is where low level motion analysis techniques such

as optical flow, translation motion model and affine motion models are used. This section

explains about these motion models and their parameters. The affine motion model is

described in detail as it is used in most of the algorithms discussed in this thesis.

3.1 Optical Flow

Optical flow is the 2D velocity field, describing the apparentmotion in the image that

results from independently moving objects in the scene or from observer motion [7]. It

is a low level image processing tool that is utilized by many high level computer vision

techniques. The real motion in the world can be represented as a set of 3D vectors and the
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projection of these vectors on to the image plane gives rise to 2D image motion field. The

apparent motion in the image or the optical flow field is theoretically different from the

image motion field. Although estimation of the motion field iswhat is required most of the

time, only optical flow field can be measured. But it is a very good approximation of the

motion field.

Optical flow equations are derived using the brightness constancy assumption, given

below.

I(x, y, t) − I(x + dx, y + dy, t + dt) = 0 (3.1)

This equation states that the light intensity value of any 3Dworld point projected on the

image plane does not change value due to motion. This is used to derive the optical flow

equation shown below.

Ixu + Iyv + It = 0 (3.2)

In this equation,Ix and Iy are spatial image gradients at(x, y) and It is the temporal

gradient. The image velocity at(x, y) is represented as(u, v). An equivalent representation

of the optical flow is given below.

(∇I)Tu +
∂I
∂t

= 0 (3.3)

In this equation,∇I captures the spatial gradient in the image and∂I
∂t stands for tem-

poral gradient.u is the 2D optical flow vector, which is the same as image velocity (u, v)

as denoted before. The optical flow equation is an under-constrained equation that has two

unknowns. All algorithms that compute motion using opticalflow employ additional con-

straints to solve the equation. If pixel(x1, y1) in framet and pixel(x2, y2) in framet +1 are

estimated to correspond to the same world point, then the optical flow at(x1, y1) in framet

is the 2D vector(x2 − x1, y2 − y1). This is(u, v) as in Equation 3.2. The optical flow equa-
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Figure 3.1: Feature straddling a motion discontinuity.

tion is an underlying equation to many motion models. Almostall of the motion models

can be proven to support the optical flow equation. We will show this using the translation

motion model described in the next section.

3.2 Translation Motion Model

In this section, we discuss about feature tracking, specifically that of Shi-Tomasi [27] track-

ing, developed from the original work of Lucas and Kanade [23]. Here small rectangular

features are tracked from frame to frame. Good features are chosen using the amount of

texture present inside each feature. Feature tracking proceeds using the simple translational

motion model. This motion model assumes that all pixels inside a small rectangular sup-

port region in the image are exhibiting constant translational motion. The validity of this

assumption depends on inter-frame motion or the sampling rate, the size of the rectangular

region and whether that feature is lying inside a homogenousmotion region or straddling

a motion discontinuity. The specific case of a feature windowstraddling a motion discon-

tinuity is shown in Figure 3.1. In these cases, assumption onconstant motion inside the

feature window fails.

The Shi-Tomasi translation based feature tracking equations [3] are obtained by mini-

mizing the error,ǫ, given by
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ǫ =
∫ ∫

W
[J(x + d) − I(x)]2w(x)dx (3.4)

where,

x =









x

y









, and d =









dx

dy









. (3.5)

This equation can be rearranged using Taylor series expansion to give,

Td = e (3.6)

where,

T =
∫ ∫

W
(∇I)T(∇I)w(x)dx, and (3.7)

e =
∫ ∫

W
[I(x) − J(x)](∇I)Tw(x)dx. (3.8)

The same translation equation can be derived using a series of optical flow equations

for the same rectangular feature in the image. Using opticalflow equation from 3.3, and

changing notation, we obtain

gTd = −It. (3.9)

Applying this equation for a set of pixels, we get

gT
1d = −It1, gT

2d = −It2, ... gT
nd = −Itn. (3.10)

Writing in matrix form,
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. (3.11)

This can be written as,

Ad = b. (3.12)

The Equation 3.12 and Equation 3.6 are equivalent and hence the feature tracking equa-

tions have their base in optical flow. This shows the importance of optical flow and shows

that it forms the seed for many motion models. The translational motion model is simple,

computationally efficient and very effective when the assumptions discussed above hold

good. But when dense motion estimation is required or when those assumptions are vi-

olated translation motion model simply fails. A more robustmotion model is the affine

motion model and it is discussed in the next section.

3.3 Affine Motion Model

The affine motion model is a popular technique because it is a better approximation, than

the translation motion model, in representing the motion ofa region in an image. The pro-

jection of the real world onto the image plane introduces perspective distortions. These

changes can be perfectly modeled by a mathematical equationif the geometry of the scene

is known. If we have a good approximation to these equations,constructing those equations

is not needed, even if we know the scene geometry. The affine motion model is one that can

approximate a variety of image motion by employing a linear combination of translation,

rotation and scaling operations. The important advantage of affine transformation is that it

is a balance between lower order motion models like translation and higher order models
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such as projective and B-spline [22]. Lower order models are computational efficient but

poor in accuracy and higher order models are more accurate but involve estimation of lot

of parameters. Affine model is a good trade-off between accuracy and computational effi-

ciency. The affine motion model can support a bigger region undergoing coherent motion

than the translation motion model.

3.3.1 Smoothing and Gradient computation

Before we discuss affine transformation, smoothing and gradient computation of images

must be explained. The affine computations require the smoothing of images to make the

computed parameters less sensitive to the noise in the image. Gaussian based smoothing

of images have been proved to be the most elegant way because the Gaussian function can

conclusively model most of the naturally occurring noise inthe image. Also the Gaussian

function given below has the separability property that makes the smoothing computation

easier. Two 1D Gaussian kernels can be computed and successively convolved with the

original image to get the smoothed output. The standard deviation of the kernel determines

the extent to which noise is smoothed. The sigma can neither be too low nor be too high

as low values would not eliminate noise and high values wouldflat out important inten-

sity edges. The Gaussian functions and the derivative of Gaussian functions are given in

Equations 3.13, 3.14, and 3.15.

G(x) =
1

σ
√

2π
e−

x2

2σ
2 , G(y) =

1

σ
√

2π
e−

y2

2σ
2 (3.13)

G(x, y) =
1

σ22π
e−

x2+y2

2σ
2 (3.14)

∂G
∂x

= − 1

σ3
√

2π
e−

x2

2σ
2 ,

∂G
∂y

= − 1

σ3
√

2π
e−

y2

2σ
2 (3.15)
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The next step would be to compute the gradient or the first derivative of the image.

The image gradients can be computed using a number of operators such as Sobel and

Prewitt. But usually image gradients are achieved by the computation of the gradient of

the Gaussian kernel and subsequently convolving the image with the computed kernels.

From the equation it can be seen that the derivative of Gaussian also enjoys the separability

property and hence two separate 1D kernels can be evaluated and convolved separately.

This produces horizontal and vertical gradient images. Bothdiscrete approximations of the

Gaussian kernel and the derivative of Gaussian kernels are normalized before convolution.

3.3.2 Affine Parameters Estimation Procedure

The affine motion model comprises of six parameters, conventionally represented using two

matricesA, d. A is a2 × 2 matrix whose parameters define the amount of scaling, rotation

and shearing of the region andd is the translation component that describes the vertical

and horizontal linear motion in the image. Henced is a 2D vector and there are a total of6

parameters for the affine model. Before beginning the estimation of affine parameters the

origin for all the location of pixels can be shifted to the centroid of that particular region to

get a better approximation. This is especially true with a fixed camera and different objects

in the scene undergoing dissimilar motion.

Affine computation procedure is iterative, that is an equation is solved to get the in-

cremental addition to each of the six parameters. The process is repeated till convergence.

The convergence can be checked by two different ways. One is by checking if the residue

keeps decreasing in every iteration and the iteration can bestopped when residue starts

to increase or the incremental addition to all the six parameters becomes insignificant and

goes below a threshold. The validity of the computed parameters can be checked using the

residue level for all regions for which affine parameters need to be computed. The residue

level threshold will depend on the amount of noise present inthe original image.
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The six parameters can be estimated using equations of [27],which are explained here

with respect to the computation procedure. The matching error, ǫ, can be expressed as

ǫ =
∑ ∑

W

[J(Ax + d) − I(x)]2w(x)dx (3.16)

where,I is the reference image,J is the given image,

A =









(1 + dxx) dxy

dyx (1 + dyy)









, x =









x

y









, and d =









dx

dy









. (3.17)

Using Taylor series approximation,

J(Ax + d) = J(x) + (dxxx + dxyy + dx)gx + (dyxx + dyyy + dy)gy (3.18)

where,

gx =
∂J(x)

∂x
, and gy =

∂J(x)

∂y
. (3.19)

Differentiating 3.16 with respect toz = [dxx dxy dx dyx dyy dy],

∂ǫ

∂z
= 2

∑ ∑

W

[J(Ax + d) − I(x)]
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w(x)dx = 0. (3.20)

Rearranging terms,

Tz = e (3.21)

where,
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T =
∑ ∑
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, and (3.22)

e =
∑ ∑

W

[I(x) − J(x)]
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w(x)dx. (3.23)

The affine equations derived above is classified as the forwards-additive method in the

paper by Baker-Matthews [2]. Though this is the conventionaltype of affine estimation so

far they claim that inverse compositional method of computation is the most effective for

any parametric motion model. The exact algorithm for affine computation of an arbitrary

shaped region is given here.

1. Smooth the imagesI ,J using Gaussian and compute gradients ofJ using Laplacian

of Gaussian.

2. Find the centroid of the region and convert all pixel locations in the region to centroid

based values.

3. InitializeA andd and compute matricesT ande. SolveTz = e.

4. Incrementally add values inz vector to corresponding values inA andd.
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Figure 3.2: Affine parameter estimation of a region for a stereo pair of images.

5. Repeat process from step 3 tillz less than threshold.

6. Check the validity of the parameters by residue computation.

The screen shot of Figure 3.2 shows affine computation for a stereo pair of images. A

rectangular region in the reference image, left image here,is chosen and affine parame-

ters are fitted to the warped image, right image. The parameters show that the region’s

displacement between the left and the right image is about 13pixels. The screen shot of

Figure 3.3 shows affine computation for consecutive frames of an image sequence. The

region is on the vehicle and the parameters have clearly captured the region’s translation

and enlargement, as the vehicle approaches the camera.
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Figure 3.3: Affine parameter estimation of a region for motion images.



Chapter 4

Graph Cuts and Energy Minimization

Many problems in computer vision can be solved by energy minimization. The problem

is usually formulated by the construction of an energy functional and the global minimum

function of this energy functional is sought. There are two issues involved with this ap-

proach. One is designing the problem conditions into convenient energy terms and the

other is choosing an appropriate minimization tool that canwork with the designed energy.

The disadvantage with this is that when the results are not asexpected it would be difficult

to point out where the algorithm failed. It may be because theenergy functional did not

represent the problem very well or the minimization mechanism faulted. But the advantage

with this approach is that it provides a way for combining different heuristics to solve the

problem into one clean framework.

In this chapter, we specifically discuss energy minimization for image segmentation

using powerful graph based algorithms [14]. An important drawback with energy mini-

mization algorithm is the computational complexity of the minimization procedure. One

popular tool that is used for energy minimization is simulated annealing [15]. This is a

stochastic method that can accurately find the global minimum of any energy functional

but takes unreasonable amount of time for computation. Graph cut based tools for energy

minimization are superior to other comparable methods in terms of computational speed.
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They are fast but the trade-off is that they operate on restricted energy functionals and they

are not bound to calculate the global minimum as the problem is NP-complete, but nev-

ertheless finds a good local minimum. We have used graph basedalgorithms for motion

segmentation. The motion segmentation issue is treated as an energy minimization prob-

lem and graph cuts minimizes the corresponding energy. Thissection lays down material

on binary and multi-level motion segmentation, equivalently binary and multiway cuts on

graphs.

4.1 Graph Constructions

All graph based algorithms construct a graph of nodes and edges, with the nodes and

edges representing some meaningful entity related to the problem. For example, the re-

cent graph based techniques [11] for image correspondence problems, especially stereo,

construct graphs with nodes that represent pixels in the image. The edges on the graph

forms links between nodes and these edges carry some weight.Usually edges are present

only between nodes that represent neighboring pixels in theimage. The neighborhood is

typically either4 or 8 surrounding pixels in the case of a normal 2D image. Graph construc-

tions for a small image showing4 and8 neighborhood is shown in 4.1. The neighborhood

edges are used to enforce the connectedness of a pixel with its neighbors. If we are labeling

disparities in the case of stereo or evaluating displacement vectors in the case of motion,

for every pixel it is usual to assume that neighboring pixelswill get the same label, at least

for most part of the image. This heuristic is enforced using neighborhood edges.

The cases discussed above are 2D images where all nodes and edges are within two

dimensions. Images can also be stacked up and processed as a bundle at a time rather

than processing two frames at a time. In this case we have 3D graphs that extend along

horizontal, vertical and ‘time’ directions which are geometrically represented using width

height and depth. In this case again, pixels are representedas nodes but pixels from all the
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Figure 4.1: Neighborhoods in graph constructions. a. 4-connected and b. 8-connected.

frames are taken and a single big 3D graph is created. As we aredealing with graphs from

space-time, edges in the graph are split into two different types, spatial edges and temporal

edges. Spatial edges are equivalent to ones in the 2D case andtemporal edges are edges

that run between nodes belonging to different frames. The connectedness neighborhood in

the 3D graph is usually6 or 26 surrounding pixels.

In the case of graph technique [18] graphs are formed whose nodes represent not pixels

but pairs of matching pixels. In this technique, a node meansa pair of potentially corre-

sponding pixels. This kind of treatment was needed to label pixels that don’t end up getting

matched and these are labeled as the occluded pixels. Again enforcing connectedness with

a graph of this kind is by checking whether two matching pairsof pixels carry the same

disparity if pixels in either of the set are neighbors. Illustration of this graph construction

is given in Figure 4.2.

4.2 Energy Functions

When solving a problem using graph based methods, measurements are made on the graph

after the construction is completed. There are two kinds of measurements that are com-

puted at each node in the graph, one is the local data measurement at that node and the

other is the smoothness measurement based on statuses of neighboring nodes. This can
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Figure 4.2: A different graph construction method. a. potentially matching pixels and b.
corresponding node.

be explained with the help of the stereo example. In stereo, it is common to compute the

intensity difference between a pixel in the left image and a pixel in the right image given a

disparity value. This kind of computation of intensity difference is the local data measure-

ment that we perform at every node, equivalently at every pixel. Also typically neighboring

pixels of similar intensity carry the same disparity level.This kind of checking of intensity

levels of neighboring pixels is the smoothness measurementthat is performed. The data

measurements along with the smoothness measurement at all nodes in the graph dictate

the final result of processing or labeling that graph. These measurements in a graph are

expressed using energy functions.

In traditional energy minimization techniques associatedwith the image correspon-

dence problem, energy functions are written to map all possible solution to a specific real

valued cost. The mapping of the solution space to the energy cost space enables algorithms

to search for global maximum or minimum and correspondinglyidentify the right solution.

Usually energy function terms are formulated in such a way that the ideal expected solution

produces the least energy cost. Hence the energy cost for anysolution measures the bad-

ness [17] of that particular result. Graph cut techniques discussed in this section operate on
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specific types of energy functionals to find the least possible cost. The energy functionals

take the form expressed below.

E =
∑

∀ p

Ed(p) + Es(p) (4.1)

where,

Ed(p) = D(lp), and (4.2)

Es(p) =
∑

q∈N

S(p, lp, q, lq), N = neighborhood ofp. (4.3)

In Equation 4.1,Ed represents the cost of assigning labels to pixels andEs enforces

piecewise continuity along the spatial dimensions(x, y). p is any pixel in the image. The

Equation 4.2 and Equation 4.3 show data and smoothness costsrespectively given the labels

of pixels. lp andlq denote the labels of pixelsp andq. Generally, graph based algorithms

discussed here handle only pair-wise smoothness cost to make the algorithm computation-

ally faster, although they can manage a larger collection ofinteracting pixels at the expense

of speed of operation [11].

The first term in the energy function, which is the data cost term, can be designed to

suit the problem at hand. In the case of stereo and motion, theinherent task is to match

pixels that correspond to the same world point. In case of stereo, the displacement between

a pixel and its matching pair is a 1D value. This is called ‘disparity’ that depends on the

depth of the pixel’s world point from the camera. In the case of motion, displacement is a

2D vector and it can be in any of the four quadrants. In both cases, matching pairs of pixels

have similar intensity values if effects such as noise and occlusions are not considered.

Hence the data term is designed to be any one of the following ways. D1 in Equation

4.4 and Equation 4.8 represent dissimilarity of intensities by squared difference andD2
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in Equation 4.5 and Equation 4.9 gives dissimilarity of intensities by absolute difference.

D(lp) could be eitherD1(lp) or D2(lp).

For stereo,

D1(lp) = [IL(p) − IR(lp(p))]2, and (4.4)

D2(lp) =| IL(p) − IR(lp(p)) | (4.5)

where,

p = (xl, yl), lp(p) = (xr , yr), (4.6)

(xr − xl) = δ = disparity, and(yl − yr) = 0. (4.7)

For motion,

D1(lp) = [It(p) − It+1(lp(p))]2, and (4.8)

D2(lp) =| It(p) − It+1(lp(p)) | (4.9)

where,

p = (xt, yt), lp(p) = (xt+1, yt+1), and (4.10)

(xt − xt+1, yt − yt+1) ∈ all 4 quadrants. (4.11)

If all the pixels in the image get the right disparity or the right displacement vector then

the summation of data cost for all the pixels in the image willbe at a minimum, provided

there is no noise or occlusions in the image. Now if noise and occlusions are present,

then the data cost for the actual displacement vector at a pixel may not be a minimum. To

elegantly handle this problem, we need a smoothness cost that will pull noisy pixels from
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getting incorrectly labeled. Also to handle problems of sampling from affecting the result

we compute the intensity difference, using [5], as shown below.

D(lp) = min(dR, dL) (4.12)

where,

dR = min
xr− 1

2
≤u≤xr+ 1

2

| IL(x
l) − ÎR(u) | , and (4.13)

dL = min
xl− 1

2
≤u≤xl+ 1

2

| ÎL(u) − IR(x
r) | . (4.14)

This dissimilarity compares the linearly interpolated region around the pixel in the left

image and the interpolated region around the matching pixelin the right image. Also,

bilinear interpolation can be used to compute the intensityvalue given a floating point

location. This could be used to compute the dissimilarity. This dissimilarity for data cost

is more appropriate especially for motion and affine fitting.

The smoothness term is a nontrivial term that depends on image noise. Intuitively, to

design smoothness cost, any pair of pixels in the image that are next to each other and have

similar intensity values are expected to have the same disparity or get the same displace-

ment vector. This is violated only when similar colored objects are involved in occlusion-

disocclusion. But this happens rarely. So when two neighboring pixels are labeled with

same displacement vector then we set the smoothness cost to aminimum, typically0, as

shown below.

S(p, q) = 0, if lp = lq (4.15)

If neighboring pixels are not labeled with the same labels then we measure the gradient

at that point and set the smoothness cost based on the gradient value as shown in Equation

4.16.



31

S(p, q) = α(∇I)p, if lp 6= lq (4.16)

In this equation,α is a positive constant. Intuitively, if the gradient is highthen it

is more likely that there is a discontinuity and we can set thesmoothness cost to a low

value and otherwise the cost to a high one. This maximizes piecewise smoothness across

the image while penalizing motion and depth discontinuities. To make the computation

faster, instead of exact gradient computation at that point, we can measure the difference

between intensity values of neighboring pixels and set the costs based on that as given in

the equations shown below.

S(p, q) = λ
1
, if | Ip − Iq |≤ Ith, and (4.17)

S(p, q) = λ
2
, if | Ip − Iq |> Ith (4.18)

where,

λ
1

> λ
2
. (4.19)

For energy function of Equation 4.20, we have a term for occlusion energy [18]. Here

an additional termEocc is introduced to handle occlusions. This energy function denotes

that there is a constant occlusion data cost for pixels that are occluded. In this type of energy

functionals, with a constant cost for occluded pixels, we minimize the number of occluded

pixels in the image. In this method, there is no separate label for occlusion, all pixels in one

image that does not have a matching pair in the other image getlabeled occluded. Another

way to handle occlusions is to have a separate label for occlusion. In this case, we have to

devise a term to manage interaction penalties between normal and occluded pixels. This
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could have similar numerical values as compared to the smoothness term discussed above

or different.

E =
∑

∀ p

Ed(p) + Es(p) + Eocc(p) (4.20)

Eocc(p) = Cp, if p occluded, and (4.21)

Eocc(p) = 0, otherwise. (4.22)

4.3 Maximum Flow – Minimum Cut Algorithm

Two graph based algorithms that are extensively used and investigated in this work are

binary and multiway cuts. These combinatorial tools are developed from the seminal work

of Ford - Fulkerson, who devised optimal algorithms for graph based applications. They

developed the famous maximum flow minimum cut theorem for network flows and this

has been used in a variety of fields. The algorithm gives a method to calculate the value

of maximum flow between two vertices of a network graph. Technically, given a flow

network with all edges having non negative capacities and a source and sink vertex, then

this method determines the path(s) in the graph that can accommodate the maximum flow

between the source and sink vertex. Alternately, it identifies the edges in that graph, whose

total capacities are at a minimum, that have to be removed so as to eliminate a direct

path between the source and the sink. The total amount of capacities of edges that are

cut is called the minimum cut. It turns out that the maximum flow and minimum cut are

numerically equal and hence if one problem is solved then we have the solution for the

other one also.

The algorithm is based on finding an augmenting path connecting source and sink where

more flow can be pushed without exceeding capacity constraints on edges between any



33

Figure 4.3: Maximum flow and minimum cut.

two nodes. The method is iterative and terminates only when no augmenting path could

be found. This algorithm is guaranteed to converge when the capacities in the graph are

integers or rational number. If capacities are irrational numbers, then there is no certainty

that the algorithm would find the correct maximum flow and it may iterate forever. Given a

flow networkG(V, E) with sourcesand sinkt, then the algorithm can be summarized [13]

as follows.

1. Initialize flow f to 0.

2. if an augmenting pathp exists betweens andt.

3. increment flowf alongp by unit flow.

4. repeat 2-3 and returnf .

The maximum flow - minimum cut in a graph is illustrated using the Figure 4.3. Here,

there are4 nodes in the graphs, t, u andv. All edges between the nodes and the corre-
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sponding capacities are shown. The maximum flow betweens andt is found to be10 and

maximum net flow path values are shown in the figure. The minimum cut on the graph is

also shown and the value of minimum cut is the sum of capacities of edges that are severed,

which is3 + 2 + 5 = 10. This is same as the maximum flow. The maximum flow is useful

in computing what are called s-t cuts discussed in the next section.

4.4 Binary Segmentation

A fundamental problem in computer vision is the identification of foreground and back-

ground regions in an image. This is a typical binary classification problem where pixels in

the image have to be labeled as foreground or background. Here we see how graph based

methods are used to solve this kind of two-level segmentation. In [16] a single graph cut

was shown to find the global minimum of energy functions. In [9] graph cuts are used

to do foreground-background segmentation of images interactively. The maximum flow -

minimum cut theorem discussed in the previous section can beused to globally minimize

energy functions that deal with two labels.

In [21] it is shown how graph cuts can be used to minimize energy functions and what

energy functions can be minimized using graph cuts. Especially, it shows energy functions

of binary variables can be precisely minimized using graph cuts. For the binary segmen-

tation of images, graphs can be constructed with nodes related to the formulation of the

labeling problem. Then two special vertices are introducedin this graph that corresponds

to the binary labels 0 and 1, for foreground and background orvice versa. Similarly, the

labels 0 and 1 can be termed as source and sink or vice verse. Let us denote the graph by

G(V, E) whereV stands for the nodes andE for edges. Lets andt be the source and the

sink in this graph.V − {s, t} denotes all the nodes in the graph excluding the source and

sink, which would be called terminals rather than vertices or nodes. After the construc-

tion of nodes, the source and sink terminal edges are placed in the graph. These edges are
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Figure 4.4: Binary cut. Cut terminal links are not shown.

called the t-links for terminal links. Also there are edges between neighbor nodes which

are called n-links for neighbor links. The weights on these edges are based on the energy

function. There are edges between every node and the source terminal and every node and

the sink terminal. The data term in the energy function contributes primarily to the weights

of t-links and smoothness cost determines edge weights between nodes. Since it is shown

that link weights have to conform to the metric or the semi metric condition, n-link edge

weights would be augmented using data costs.

Now, with the graph constructed, the minimum s-t cut on this graph is performed to

divide the graph into two parts in such a way that there is no path between thes and t

terminals. This kind of binary cut is shown in Figure 4.4. Thecombined weight of all

edges that are removed to achieve this is minimum is equal to the maximum flow between

source and sink. Now, if a t-link between a noden and source(s, n) is severed then the

node may be labeled as 0. Correspondingly if its sink t-link(n, t) is broken the node would
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link weight
{p, s} Ds + Ip

{p, t} | Dt − Ip |
{p, q} Bs− | Ip − Iq |

Table 4.1: Weight assignments for ‘bunny’ sequence.

Figure 4.5: Intensity based binary segmentation. Frames 1,17, and 95 of ‘bunny’ sequence
are shown.

get the label 1. The edge weights in the graph can be reversed to do the opposite where

cutting(s, n) might labeln as 1 and then cutting(n, t) would given label 0.

4.4.1 Intensity Based

Here we illustrate the binary segmentation problem using a pseudo sequence. This se-

quence shows a ‘bunny’ translating over a dark background. Our goal is to precisely carve

out the bunny from the background. This is a simple sequence to process but simple meth-

ods like thresholding may not work because there are dark regions inside the bunny with

intensity values close to the back ground. Here a simple binary segmentation of the se-

quence can be achieved using graph cuts. If we devise the energy functions to be based

on intensities then the smoothness term will help in retrieving dark regions from the bunny

which would not have been possible by thresholding. Also dueto rapid frame-to-frame

motion in this sequence 2D motion displacement vectors cannot be exhaustively listed and

multiway cuts performed as this would be a waste of computation.
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The min-cut/max-flow graph cut codes of [17] were obtained togenerate the necessary

max-flow algorithm library files. As a first step graph construction functions were written

specifically for processing this pseudo image sequence exhibiting simple translation mo-

tion. The weight assignments for the graph generated for the‘bunny’ sequence is given

in Table 4.1. Thes and t denote the source and the link terminals for the minimum cut

algorithm. TheIp denotes the intensity value for the pixelp. The segmentation results for

the ‘bunny translation’ video are shown for frames 1,17 and 95 in Figure 4.5. The values of

the parameters were set atDs = 20 andDt = 75 andBs = 150. The results show excellent

segmentation for this synthetic sequence. If the link weights to the source terminal and

the sink terminal are approximately same for all the nodes, then the segmentation is com-

pletely governed by the node- node links, which relate to theboundary term in the energy

functional equation. This term works for smoothing out all the regions except for dis-

continuities. Since motion discontinuities in the bunny image relate clearly with intensity

gradients, the weight assignments that were discussed above perform good segmentation.

4.4.2 Optical Flow Based

The minimum cut algorithm can be used to minimize energy functions based on optical

flow. Given a sequence of images, frame-to-frame optical flowcan be computed as dis-

cussed in Chapter 3. The ‘Hamburg’ taxi sequence is used here to illustrate graph cuts us-

ing optical flow information. Here we just perform a binary segmentation of the sequence

splitting the image into regions that are moving and regionsthat are stationary. Optical flow

fields are calculated and the labels are initialized based onthe motion vectors. To compute

the optical flow, dense Lucas-Kanade feature tracking is employed. The translation model

is only used to track features from one frame to next.

Translation parameterd is estimated for every pixel in the image. The resultant motion

vectors are not accurate because of the effects of lack of texture and motion discontinuity

edges. Hence the values obtained are used just to initializethe graph cut algorithm. A
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Figure 4.6: Optical flow based binary segmentation. Frame 1 of ‘taxi’ sequence is shown.

window size of15 × 15 was used and the tracking was done only for those windows for

which the determinant value ofT exceeded5 × 108. The segmentation output on the taxi

sequence with the optical flow initialization is given in Figure 4.6. This figure shows that

only the moving taxi is extracted whereas the other two vehicles are not recognized. This

is due to the high threshold set for the determinant. High threshold was needed to make

the optical flow vectors reliable. This effect causes the optical flow to remain at zero on

the regions over the other two vehicles. Also the taxi borders are not crisp and they are

smoothed very much due to a large window size. The window sizeand texture present

inside the window plays a crucial role in the calculation of motion vectors.

4.5 Multiway Cuts

In this section, we discuss the important graph cut algorithm that is extensively used

throughout this work and that is the multiway cut algorithm.It was proposed in [11] and

was shown to produce excellent results for stereo pair of images. This method is a gener-

alization of the binary cuts discussed in the previous section. The multiway cuts approach

works by repeatedly performing minimum s-t cuts of binary segmentation. This method

has been improved in [20, 19, 18] and made to work for a varietyof applications. Un-

like the binary segmentation where a single graph cut produces the global minimum of the

energy function, multiway cuts are NP-hard and cannot be guaranteed to find the global
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minimum. But the approaches, namely alpha-expansion and alpha-beta swap mentioned in

this section, can find a good local minimum.

In binary segmentation of images, there are only two labels and we want all the pixels

to get either one of the labels. But in multiway cuts, there aremultiple labels that the pixels

need to acquire and so there has to be clear way to remodel the minimum cut framework

to handle more than two labels. For example in stereo, pixelsneed to be classified based

on disparities and in motion on the basis of displacement vectors. This kind of multi-

level segmentation can be performed using the minimum s-t cut technique by the divide

and conquer methodology. A pair of labels is considered at any given time and a graph is

constructed with those two labels of the pair forming the source and sink terminal. Then

the minimum cut of the graph is obtained and pixels labeled with either of the labels.

This is then repeated for every pair of labels present. Another way of divide and conquer

methodology suggests that one of the terminals can be made tocorrespond to a particular

label and the other terminal could just represent the previous existing label of the pixel.

These two methods are called the alpha-beta swap and the alpha-expansion correspondingly

and discussed subsequently.

4.5.1 Alpha-Expansion and Alpha-Beta Swap

The multiway cut algorithm is efficiently implemented usingtwo methods and they are

alpha-expansion and alpha-beta swap. LetP be the set of pixels in the image andL be the

set of labels under consideration, then the segmentation ofimage into different regions is

defined as: for allp ∈ P, L(p) = lp ∈ L. Let us start from an arbitrary initial labeling

where all pixels get some random labels from the label set. This initial labeling of the

images would have very high energy, computed using the energy functions of Equation

4.1. We seek the labeling of the image that has the least energy. This involves finding

the right labels to all the pixels from the initial labeling.The alpha-expansion and the

alpha-beta swap can solve these using minimum s-t cuts.
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Figure 4.7: Schematic of multiway cuts. Cut terminal links are not shown.

The two algorithms involve move spaces and partitions of graph theory. The alpha-

expansion algorithm is defined as follows, given a labelα, then the change in labeling of

the image is within a single alpha-expansion move if some pixels in the current labeling

acquire the new labelα, with all other labels of pixels remaining the same. That isPα(old)

⊂ Pα(new) andPl(new)⊂ Pl(old) for any labell 6= α. Pα andPl are sets of pixels with label

α andl respectively. The alpha-beta swap algorithm is defined as follows, given two labels

α andβ then the change in the labeling of the image is within a singlealpha-beta swap

move if some pixels currently labeledα get the new label ofβ and some pixels currently

labeledβ get the new labelα. That isPαβ(old) = Pαβ(new) andPα(old) ⊂ Pα(new) and

Pβ(new)⊂ Pβ(old) or Pα(new)⊂ Pα(old) andPβ(old) ⊂ Pβ(new). Pα andPβ are sets of

pixels with labelα andβ respectively andPαβ is the union ofPα andPβ.

Let us denote the graph byG = (V, E), consisting of nodesV and edgesE, and assign

edge weights based on the energy functionals. The two graph cut algorithms discussed
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above can be used to find the least energy function. The segmentation result can be defined

by the equation shown below.

L(x, y) = L(p) = lm (4.23)

where,

lm ∈ {l1, l2, ..., lM}. (4.24)

Thus all the points in the graph gets associated with one of the M labels. At each

iteration of the alpha-expansion or alpha-beta swap algorithms, a graph is constructed with

source and sink terminals as in binary segmentation. The minimum cut on this graph is

obtained and the pixels are labeled accordingly. The final assignment of labels by multiway

cut can be demonstrated using Figure 4.7.

4.5.2 Labels and Weight Assignments

The multiway cut algorithm is a segmentation tool that is used to subdivide the image into

partitions of uniform labels. These labels have different meanings based on the applica-

tion. For stereo correspondence, the labels correspond to 1D displacement vectors called

disparities, for motion segmentation, they are 2D vectors,and for image restoration they

correspond to intensity levels. In this research, the application of multiway cuts for stereo

and motion has been studied and hence the labels are disparities and displacement vectors.

The multiway cut algorithm’s computational time depends onthe number of labels that

we are working with and hence there is a strong desire to keep the number of labels at a

minimum.

The labels for stereo are limited to a finite set of disparities denoted by0 ≤ δ ≤ ∆. It is

assumed that closest object from the camera is at a distanceZ greater thanfb
∆

wherefb is the

baseline width for the stereo pair of cameras. In the case of motion, the labels are limited
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link weight
{s, p} D(lp)
{p, t} D(lα)
{p, q} S(lp, αq) + S(αp, lq) − Sp(lp, lq)

Table 4.2: Weight assignments in graph for alpha-expansion.

by (∆x
−

, ∆y
−

) ≤ (dx, dy) ≤ (∆x+ , ∆y+), where(dx, dy) denotes the displacement of any

pixel in the image. The∆x and∆y terms here depends on the maximum frame-to-frame

motion of any object which again depends on the sampling rate. Usually the disparities

and displacement vectors are assumed to be integral numberseven though in reality they

are not. In stereo, if the baseline is large, then the disparities are larger numbers and hence

we would have to work with a larger set of labels. If baseline is small, then there would

not be a good number of disparities to split the image into distinct regions and this would

give poor results. Similarly, for motion, sampling rate high or low determines the amount

of labels and the ability to demarcate two differently moving regions.

As discussed in the previous sections, the energy function terms are used for assigning

weights to graph edges. The data term for a pixel calculates the data penalty incurred if that

pixel acquires a particular label. In the case of stereo, thedata term measures the cost de-

fined by Equation 4.4 or Equation 4.5. Each labell in the label set of disparities correspond

to a particular disparity. Usually labels(0 to l) correspond to disparities(0 to − ∆). The

data penalty calculated is used to assign the weights for t-links. The smoothness penalty

measures the amount of disagreement of labeling of neighboring pixels based on Equation

4.16. This cost assigns weights for n-links. The assignmentof edge weights for motion

is also similar. For motion, the labels are little complex because the labels capture 2D

information. Generally, the labels(0 to l) would correspond to(x0, y0),(x1, y0)...(xl, y0),

(x0, y1),(x1, y1)...(xl, y1),..... (x0, yl),(x1, yl)...(xl, yl) which is nothing but the combination

of all vertical and horizontal displacements. The weight assignments of links, after the

graph construction by an iteration in the alpha-expansion algorithm, is shown in Table 4.2.
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4.5.3 Translation and Affine Displacements

Generally, multiway cut algorithms have been formulated tohandle translation based frame-

to-frame displacement for both stereo and motion. In [6], the multiway cuts were used with

the affine based frame-to-frame transformation and excellent results have been obtained for

both motion and stereo. This paper addresses the fundamental problem with the original

multiway cut formulations that assume piecewise constancyof disparities instead of piece-

wise continuity. This leads to poor segmentation of images with non fronto-parallel sur-

faces. If instead of piecewise constant disparities assumption, affine parameters are fit into

the regions then we can retrieve the smooth continuous variation of disparities on slanted

surfaces. This paper forms the basis for all the segmentation algorithms discussed in this

thesis. This algorithm would be referred to as the parent algorithm in this thesis. The affine

based displacement function, for a label, can be defined using the equation,

lp(p) = Alp + dl. (4.25)

In this equation,Al anddl define the affine displacement parameters for labell. lp is

the label of pixelp and lp(p) is the warped location ofp. Figure 4.8 shows the flowchart

for implementing multiway cuts with affine based displacement functions. The first step is

similar to regular multiway cuts, where a set of labels corresponding to translational dis-

placement functions are proposed. Using these labels, multiway cuts is performed. The

resulting label image’s connected components is computed and after removing small re-

gions, affine parameters are fitted to the regions and the displacement functions are refined.

If energy of the new configuration is less, then the process isrepeated from the multiway

cut step. If not, a final oversegmentation step is carried outto combine missed neighboring

regions. This step pulls the result from getting caught in local minimum.

Here we analyze the differences between multiway cut results using translation based

disparities and affine based disparities for stereo pair of images. The Figure 4.9 shows the
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Figure 4.8: Flowchart for affine-based multiway cuts.
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Figure 4.9: Left: ‘venus’ stereo pair’s left image, its translation disparity map and iterations
of parent algorithm; right: ‘sawtooth’ stereo pair’s left image, its translation disparity map
and iterations of parent algorithm.
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marked differences between the two algorithms. There are totally four layers in the original

image of the ‘venus’ stereo pair. The disparity map due to multiway cuts with translational

disparities shows the discrete depths on some of the layers.The affine based multiway

cut iterations shows the smooth disparity maps found. Similar results with the ‘sawtooth’

stereo pair is also demonstrated. In this pair, there are totally three layers and the affine

based multiway cut shows its ability to retrieve all the three different layers.

Many real stereo pairs have slanted surfaces and it would be desirable to retrieve the

entire surface as a single layer with continuously changingvalues of disparities rather than

bits of regions having constant disparities. Also, the disparities of split regions on the

slanted surfaces and how these regions are divided depend heavily on the numerical values

of smoothness costs as they determine how regions get smoothed out in the absence of

high local intensity gradients. The parent algorithm on theother hand can retrieve slanted

surfaces as a single smooth region. The only disadvantage with the parent algorithm is that

it works in an iterative style and hence the computational time is higher. But nevertheless,

it produces reliable and reasonably good results when compared with other state of the art

methods.



Chapter 5

Algorithms and Results

This chapter details all the algorithms that were experimented in this thesis. Initially, the

main algorithm of this work is presented. Here, the multiwaycut formulation using affine

transformation is used for motion segmentation of a sequence of images. Existing tech-

niques that use graph cuts for motion segmentation handles the problem as a two-frame

correspondence. Other research work that uses graph cuts [31] for motion extraction in

image sequences does not employ graph cuts to handle majority of the segmentation. Also,

only the maximum flow binary cut is used. In the algorithm thatis presented here, multi-

way cuts handle all the segmentation work from frame to frame. The next algorithm is for

stereo correspondence where we extend the current algorithm to handle correspondence of

important small regions in the scene that gets gobbled by neighboring big regions. Subse-

quently, we present the work done on detecting occlusions interactively by computation of

affine residuals for border regions of two neighboring motion segments.

The results for all the algorithms on real sequences and images are presented. For the

main algorithm, that works on image sequences, we have experimented with three simple

motion sequences, namely the ‘pepsi’, ‘Hamburg’ and ‘flowergarden’ sequences. For the

stereo case, the ‘parking meter’ and ‘tsukuba’ pair of images are used for testing. The

occlusion detection technique uses images from the motion sequences mentioned above.
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All the algorithms that are mentioned here is implemented from ground up using C++. The

only external code that is used is the maximum flow graph cuts library of [17]. For image

manipulation tasks, ‘Blepo’ computer vision library [1] wasused.

5.1 Motion Segmentation of Image Sequences

In [6], the basic assumption of piecewise constant disparity for stereo correspondence, in

multiway graph cuts of [11], was replaced with the assumption of piecewise continuity.

Stereo pair of images and two-frame motion images with slanted surfaces cannot be prop-

erly represented using discrete levels of disparity as for slanted surfaces, the disparity varies

smoothly across the surface. This was solved using the piecewise continuity assumption for

disparities by estimating affine parameters for every connected region in the output of the

discrete disparity maps. These parameters are then used to refine the displacement func-

tions and the multiway cuts algorithm is executed again withaffine displacement functions.

The process is repeated to get cleaner disparity maps. The same problem was applied to

motion images with slanted surfaces. Affine transformationcan represent a huge class of

object motion and the algorithm produced good results on motion images. But the algo-

rithm for motion images was implemented only as a two-frame correspondence. There has

been no work in the literature that extended this technique to perform motion segmentation

over a sequence of images.

Here, we perform motion segmentation over a sequence of images using the technique

mentioned above. The motivation to do this is that the existing algorithm is a clean frame-

work that combines the power of recent graph based techniques and the abilities of the

affine motion model. Also, motion segmentation of image sequences is a problem where

there is dependence between the segmentation results of consecutive frames. This inter-

frame dependence is exploited in the algorithm that is explained here.
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1. Initialize all pixels in the label image to zeros. All labels here represent translational

displacement functions.

2. Perform multiway cuts. This gives segmentation (label) image.

3. Compute connected components of the label image. Merge small regions (percentage

area< thresholdath) with neighboring large regions.

4. Estimate affine parameters for all connected regions. If affine estimation is success-

ful, update displacement function of the label with new affine parameters.

5. Run multiway cuts with pruned labels and updated displacement functions. Compute

energy. If energy has reduced, repeat steps 2 to 5.

6. Remove oversegmentation by merging neighboring regions.

These steps come from the parent algorithm [6]. For segmentation over image se-

quences, these steps are to be done for the first frame and the number of motion layers

obtained. After that the following steps are carried out.

7. Obtain label image of the previous frame and warp every region based on the affine

parameters represented by their labels.

8. If apriori knowledge of foreground-background relationship is known, warp fore-

ground regions first, followed by background regions.

9. Again estimate affine parameters for the warped label image and update displacement

functions. This gives the estimate of motion segments for the current frame.

10. Perform steps 2 to 6 for the current frame and get the labelimage.

11. If number of motion segments in the label image is known tobe constant, execute

parameterized affine merging, explained below, to get the merged label image.
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12. Repeat steps 7 to 11 from frame to frame till the end of the sequence.

The parameterized affine merging step is explained here. Thegoal of this step is given

a label image; it employs an iterative parameterized affine based merging to reduce the

number of regions in the label image to an expected value. Theexpected value is the num-

ber of motion segments we wish to keep constant throughout a sequence. The technique is

explained below.

1. Compare the label image, at the current frame, with its estimated label image com-

puted by the previous frame for number of motion segments.

2. Establish correspondence between regions in the estimated label image and regions

in the actual label image based on a voting scheme.

3. For every major region, if affine parameters of its neighbors are within a threshold

ηi, merge the neighbor if affine parameter estimation for the combined region is suc-

cessful.

4. If number of segments greater than expected, repeat step 3after automatically ad-

justing thresholdηi.

The automatic adjustment of affine parameter thresholds proceeds as follows. Initially,

theηi is stringent, with values kept at minimum, and as iteration progresses theηi is made

lenient by multiplying the values by a constant factor of1.5. The parameterized affine

merging step is similar to the oversegmentation of the parent algorithm but differs in the

way that the later works by measuring energy costs after every iteration whereas the former

is based on thresholds, which are parameters. The parameters are empirical and have to

be changed from one sequence to another. The voting scheme that is mentioned in step 2,

compares the area of overlap between a given region in the estimated label image and all

regions in the actual label image and picks the maximum one.
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In step 8 of the main algorithm, it was mentioned that warpingorder can be adjusted

based on the apriori knowledge of foreground-background relationships. This is because

warping a pixel location based on affine parameters gives a floating point location. All

the four integral neighbors of the floating point location get the label of the pixel that got

warped. Therefore if foregrounds are warped first followed by background, then near the

border regions of foreground and background, it is likely that background pixels will get

proper labels than foreground. This enforces multiway cutsto make good decisions at the

border. This is because the multiway cut algorithm usually retrieves foregrounds clearly

and makes mistake on background pixels. The order of warpingmentioned here is just

necessary to improve the results at border regions between neighbors and is not essential

for multiway cuts.

The parameterized affine merging step can be executed only for simple sequences and

when the number of motion layers is known. For cases when new objects enter the scene,

the number of regions has to be manually changed for the technique to work. But nev-

ertheless it achieves some degree of automation for a sequence of images. The estimated

label image serves two purposes. One is that it initializes the label image for the next

frame so that multiway cuts for the next frame has a good starting point and the other one

is the speedup achieved by avoiding exhaustive search of many translation displacement

functions. The motion segmentation that is performed here can be compared to tracking of

multiple regions through the sequence. The number of multiway cut loops for every frame

is set to a constant, to avoid over smoothing. This is a variant of the parent algorithm.

5.1.1 Results for ‘Pepsi Can’ Sequence

In this section, we give the results and analysis of our algorithm for the pepsi can sequence.

In this sequence, a pepsi can placed on table is shot using a slowly moving camera. The

camera motion is from right to left and the sequence contains11 frames. Our algorithm

was run on this sequence and the goal was to retrieve the foreground pepsi can and the
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Parameters Value
Dp (Ip − Iq)2

Ith 5.0
λ

1
20

λ
2

10
r th 2.0
ath 0.75
Nitr 2

ηi(A) 0.06
ηi(d) 0.6
∆x

−

−4
∆x+ 0
∆y

−

0
∆y+ 0

Table 5.1: Parameters for ‘pepsi can’ sequence.

background wall as two separate motion segments. Since the discontinuity of motion vec-

tors between the can and the wall is marked, the segmentationis good on top. Since there is

no real motion discontinuity between the can and the table onwhich it is placed, the table

gets labeled as foreground as the motion of table and the can are almost similar from the

camera’s point of view.

The parameters used for the sequence are given in Table 5.1. Most of the parameters

mentioned here were discussed in Chapter 4. They are briefly mentioned here.Dp is the

data penalty.λ
1
, λ

2
andIth are used to compute the smoothness penalty.r th is the residue

threshold for affine parameter computation.ath is the percentage of area of the image, that

gets labeled as small region.Nitr defines the number of iterations of the parent algorithm.

ηi(A) is the starting threshold for affine parameters of theA matrix andηi(d) is the starting

threshold for affine parameters of thed vector. ∆x
−

, ∆x+, ∆y
−

and∆y+ define the initial

translational displacement functions for the labels.

The progression of segmentation for a particular frame is shown in figure 5.2. The

number of iterations was two and the segmentation results show that in the first frame while

most of the pepsi can was recovered there were errors in the top. The second iteration has

corrected this and the entire pepsi can is recovered. This was a simple sequence and the
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Figure 5.1: Segmentation results for ‘pepsi’ sequence. Frames 0, 6, and 9 are shown. Left:
original image, center: segmented image, and right: foreground region.
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Figure 5.2: Parent algorithm’s progression for frame1. Iterations 1 and 2 are shown.

parameterized affine merging routine was not called since the number of segments stayed

constant, at two, for all frames. The results are shown in Figure 5.1. The computational

time for running the parent algorithm on every pair of framesfor the entire sequence is

30.2 seconds. This algorithm took only15.1 seconds on the same10 frame-pairs. Hence a

speed up of about2 was achieved. A Pentium 4 machine with 2.80Ghz was used to runthe

algorithms.

5.1.2 Results for ‘Flower Garden’ Sequence

In this section, we present the output of our algorithm for the flower garden sequence.

In this sequence, the camera captures a flower garden with a tree in the center. Also,

the flower garden gradually slopes toward the horizon showing the sky and far objects.

Semantically, this sequence has four layers. They are the tree, flower garden, house and sky.

This sequence contains 29 frames. Here since the frame-to-frame motion of the sequence

is small, every frame of the sequence is compared not with thenext frame but one frame

after. This enables the multiway cut algorithm to distinguish between motion segments.

The parameters used for this sequence is given in Table 5.2.

Here, we compare the results of this algorithm on frame 1 and frame 2 with the parent

algorithm, shown in Figure 5.3. The result for frame 1 is samefor both the algorithms. But

when the parent algorithm is run on the second frame with the same parameters, it is not

successful in merging the two segments on the tree. For some frames there is over smooth-
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Parameters Value
Dp (Ip − Iq)2

Ith 5.0
λ

1
30

λ
2

15
r th 2.5
ath 0.75
Nitr 2

ηi(A) 0.06
ηi(d) 0.6
∆x

−

−8
∆x+ 0
∆y

−

−1
∆y+ 1

Table 5.2: Parameters for ‘flower garden’ sequence.

Figure 5.3: Left: frame 1 segmentation result, common to both algorithms, center: frame
2 segmentation result of parent algorithm, and right: frame2 segmentation result of this
algorithm.

ing and two distinct motion segments, such as parts of the tree and the garden are combined.

Hence running the parent algorithm independently for everypair of frames will not produce

consistent results. This algorithm maintains the number ofmotion segments found on the

first frame throughout the sequence. The number of motion segments maintained is5.

The working of parameterized affine merging is shown for frame 18. Figure 5.4 shows

that at the end of the multiway cuts,7 segments are given. Two segments on the tree and

two segments on the right side garden are not properly merged. The parameterized affine

merging step fixes this problem by merging the two segments onthe tree in the first iteration

shown in Figure 5.5 and merging the two segments of garden in the second iteration shown

in Figure 5.6. This merging step is highly dependent on the threshold,ηi. But the algorithm

requires the threshold to be set only once for the entire sequence. The estimated affine
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Label A(0, 0) A(0, 1) A(1, 0) A(1, 1) d(0) d(1)
0 +0.98767 −0.00182 −0.00104 +1.00185 −0.8797 +0.1946
1 +0.97759 −0.01166 +0.00966 +0.99587 −4.4247 +0.9700
2 +0.99686 +0.00111 +0.00141 +1.00396 −1.0762 +0.1923
3 +0.99196 −0.03646 −0.00004 +0.99783 −2.0760 +0.2661
4 +0.94732 −0.01755 −0.01170 +0.98243 −4.9808 +0.3899
5 +0.99598 −0.02896 −0.00053 +0.99962 −2.0109 +0.3109
6 +0.99193 −0.04205 −0.00302 +0.99026 −2.9296 +0.2025

Figure 5.4: Parameterized affine merging; initial segmentation for frame 18.

parameters at each step of the algorithm are given under eachfigure. The label numbers

are also given. The time taken for the parent algorithm is97.1 seconds for27 frames. This

algorithm executed in71.2 seconds.

The results of the algorithm for frames 2, 10, 19, and 25 are shown in Figure 5.7. The

original images and the obtained segments are shown. The tree and the house regions of

the sequence is separately shown in Figure 5.8. The results show that the segmentation is

good, except for small sky regions getting associated with the tree and the far end of the

garden getting the same label as the house.

5.1.3 Results for ‘Hamburg Taxi’ Sequence

Here, we employ our algorithm on the taxi sequence. This sequence is recorded by a fixed

camera looking on a road from the top. There are41 frames in this sequence and3 moving

vehicles. The taxi at the center moves at around1 pixel/frame to the left and about0.5

pixels/frame to the top. The vehicle on the left moves at approximately3 pixels/frame to

the right. The vehicle on the right also moves at around3 pixels/frame but to the left. This
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Label A(0, 0) A(0, 1) A(1, 0) A(1, 1) d(0) d(1)
0 +0.98767 −0.00182 −0.00104 +1.00185 −0.8797 +0.1946
1 +0.97664 −0.00910 +0.01037 +0.99479 −4.5544 +0.9130
2 +0.99686 +0.00111 +0.00141 +1.00396 −1.0762 +0.1923
3 +0.99196 −0.03646 −0.00004 +0.99783 −2.0760 +0.2661
4 +0.99598 −0.02896 −0.00053 +0.99962 −2.0109 +0.3109
5 +0.99193 −0.04205 −0.00302 +0.99026 −2.9296 +0.2025

Figure 5.5: Parameterized affine merging; intermediate segmentation for frame 18.

Label A(0, 0) A(0, 1) A(1, 0) A(1, 1) d(0) d(1)
0 +0.98767 −0.00182 −0.00104 +1.00185 −0.8797 +0.1946
1 +0.97664 −0.00910 +0.01037 +0.99479 −4.5544 +0.9130
2 +0.99686 +0.00111 +0.00141 +1.00396 −1.0762 +0.1923
3 +0.99039 −0.04217 −0.00083 +0.99647 −2.3767 +0.2482
4 +0.99598 −0.02896 −0.00053 +0.99962 −2.0109 +0.3109

Figure 5.6: Parameterized affine merging; final segmentation for frame 18.
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Figure 5.7: Segmentation results for ‘flower garden’ sequence. Frames 2,10,19, and 25 are
shown. Left: original image, and right: segmented image.
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Figure 5.8: ‘Flower garden’ sequence; ‘tree’ and ‘house’ regions for frames 2,10,19, and
25 are shown.
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Parameters Value
Dp (Ip − Iq)2

Ith 5.0
λ

1
100

λ
2

40
r th 2.5
ath 0.5
Nitr 2

ηi(A) 0.06
ηi(d) 0.6
∆x

−

−3
∆x+ 3
∆y

−

−3
∆y+ 3

Table 5.3: Parameters for ‘taxi’ sequence.

sequence has poor lighting conditions. The left and the right vehicles are almost of the

color of the road. Also, the right vehicle gets occluded by a tree in most of the frames. The

parameters for this sequence is given in Table 5.3.

For this sequence, the number of segments was manually fixed to be at4. This is

to accommodate for the right vehicle that enters the scene inthe 3rd frame. The affine

merging step works well for the sequence from frame 1 to frame36. After that it fails. The

failure is shown for frame 40 in Figure 5.9. This is because two disconnected regions are

obtained for the right vehicle due to occlusion. The affine merging step merges the taxi

with the background before it merges one of the segments on the right vehicle with the

background. This is because the motion of taxi becomes very small near the end of the

sequence and affine estimation produces closer values for the taxi and the background.

The results of the algorithm on frames 1, 5, 18, 22, and 36 are shown in Figure 5.10.

This shows the original images and the obtained segmentation images. The regions of taxi,

left vehicle and right vehicle are separately shown in Figure 5.11. The algorithm works

reasonably for most of the frames. The segmentation on the right vehicle is incomplete

in frames 22 and 36 due to occlusion by the tree and the resemblance of its texture with

the background. Also the taxi segment of frame 36 shows that most of the background
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Figure 5.9: Affine merge failure for frame 40.

gets joined with it due to little motion of the taxi and the estimated label image from the

previous frame provides a bad starting point for the multiway cuts. The running time of

this sequence with the parent algorithm is366.5 seconds and with this algorithm it is195.8

seconds.

5.2 Hard Constraint Points for Stereo

The human eye and brain is able to perceive depth informationfrom a scene because of

its stereo vision. The left and the right eye independently record the scene and the brain

compares these two images in order to retrieve the depth map.Stereo pair of cameras is

similar to the human stereo vision in the aspect that it also captures two different versions

of the scene using a left and a right camera at the same instantof time. Once we have

the left and the right image, we are faced with the problem of correspondence of pixels in

these images that came from the same world point. If this correspondence is solved, then

we have the solution for the depth information in the scene. Stereo correspondence is one

of the many problems in computer vision that is intensely researched. The problem is hard

due to various reasons such as occluded pixels, noise in the image, non Lambertian surfaces

in the scene, and untextured regions.

In the case of rectified stereo, any pixel in the left image canhave a matching pixel in

the right image only along the scanline at the same vertical height. This is known as the

epipolar constraint. If assumingfb is the baseline width of the stereo pair of cameras andZ
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Figure 5.10: Segmentation results for ‘taxi’ sequence. Frames 1,5,18,22, and 36 are shown.
Left: original image, and right: segmented image.
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Figure 5.11: ‘Taxi’ sequence; ‘left vehicle’, ‘taxi’, and ‘right vehicle’ regions for frames
1,5,18,22, and 36 are shown.
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the distance of any world point from the cameras, then the displacement difference between

the point’s projection on the left image and the point’s projection on the right image is given

by fb
Z . This is the disparity and we wish to compute disparity at every pixel in the pair of

images.

One serious disadvantage with the multiway cuts with affine based displacement func-

tions for stereo, discussed in Section 4.5.3, is that it over-smoothes small regions and thin

long regions. Basically, this formulation works very well for large roughly round regions

and almost completely eliminates small or thin long regions. This is because the connected

components stage after the initial multiway cuts throws away small regions and even if

some small or thin true regions manage to appear, the affine step over fits surrounding re-

gions and the small region gets lost. Hence this is a problem with the energy functional

that needs to be corrected using some other methods. One way to avoid this problem is

to feed hard constraint points, points in the image where disparities can be computed ac-

curately, to the multiway cuts. Finding hard constraint points has to be simple and fast

and hence the obvious choice is to use normalized correlation. The correlation data curve,

which gives the residue for all disparities at any pixel, canbe analyzed and if some disparity

value has a clear minimum without any ambiguity, then that pixel can be chosen as a hard

constraint point. If all such pixels and their corresponding disparities are used to initialize

and constrain multiway cuts, then small and thin regions canbe segmented.

The expression for normalized correlation value at a pixelp, given a disparityδ, is

shown below.

C(δ, p) =
1

N

∑ ∑

W

[IL(p) − IR(δ(p))]2 (5.1)

where,

p = (x, y), and δ(p) = (x + δ, y). (5.2)
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In the Equation 5.1,W is the correlation window, usually of size5×5. N is the number

of pixels in the window. The chosen disparity value,δmin
p , for the pixelp is the one that

gives the least correlation error. This can be expressed as

δmin
p = arg min

0≤δ≤∆
C(δ, p). (5.3)

The necessary condition for a pixel to be labeled as a hard constraint point is given

below.

p ∈ Phard iff C(δmin
p , p) < γC(δ, p) ∀ δ 6= δmin

p (5.4)

Here,γ is a constant set at0.4. Phard is the set of all hard constraint points or pixels. The

normalized correlation based choice of hard constraint points suffer from its own difficul-

ties because usually if the threshold,γ, used for selection of hard constraint points is made

small then only very few pixels would be obtained and it is less likely that these pixels

would lie on small and ambiguous regions. If the threshold isincreased, then correlation

would render many false positive hard constraint points which could prove detrimental to

the operation of multiway cuts. Hence optimal threshold is needed and an empirical value

of 0.4 is chosen.

The result of feeding hard constraint points to the algorithm as starting points is dis-

cussed. The number of iterations of the parent algorithm wasconstrained and set at3. This

is because the algorithm, if allowed to run normally, will eventually smooth out small re-

gions. This is because the cost functional of the multiway cuts involve affine fitting and as

iteration progresses, the affine updating step slowly over fits all small regions and only pre-

serves the prominent structures in the scene. The results for the ‘parking meter’ stereo pair

is shown in Figure 5.12. The results due to hard constraint points show that there are more

details in the image. Here the disparity difference near thefirst parking meter is recovered.
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Figure 5.12: ‘Parking meter’ results; left-top: left image, right-top: parent algorithm’s re-
sult, left-bottom: hard constraint points, right-bottom:results due to hard constraint points.

Figure 5.13: ‘Tsukuba’ results; left-top: left image, right-top: parent algorithm’s result,
left-bottom: hard constraint points, right-bottom: results due to hard constraint points.
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Figure 5.13 shows the results for the ‘tsukuba’ stereo pair.There are errors near the table

but the tripod camera is fully recovered. Also, the pile of cans behind the lamp is retrieved.

5.3 Occlusion Detection

Occlusions are regions in the image, between relatively moving objects, that ‘disappear’

from frame-to-frame due to motion of the foreground object over the background. Simi-

larly, disocclusion can be defined as those regions that ‘appear’ from frame-to-frame due

to motion of objects. When foreground moves ‘away’, some areas of background becomes

visible and this area is called disocclusion. Occlusions and disocclusions need to be han-

dled to get crisp segmentation along borders of objects. Since occlusion and disocclusion

areas are always sandwiched between two true layers, occlusions can be predicted based

on the displacement parameters of the two neighboring motion layers.

Occluded regions are selectively detected here in the method that is proposed. The

occluded region between two motion layers is predicted based on the affine parameters

of these regions. This is explained using Figure 5.14. Region1 and region 2 are two

neighboring motion layers with affine parameters{A1, d1} and{A2, d2} respectively. Using

interactive methods, when region 1 and region 2 are clicked,two regions a. and b. as shown

are computed. Region a is inside region 1 and region b is insideregion 2. The equations

concerning the computation of regions a and b are discussed.Let P1 be the set of pixels in

region 1 andP2 be the set of pixels in region 2.P1
occ is set of allp1 ∈ P1 that satisfies the

equation shown below.

A−1
2 (A1p

1 + d1 − d2) ∈ P2 (5.5)

The meaning of this equation is explained here. When a pixelp1 in region 1 is warped

by its affine parameters, we get a location. This location is inverse warped by region 2’s

affine parameters to get another pixel location. Now if this location is in region 2, thenp1
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Figure 5.14: Occlusion prediction by affine warpings.

belongs to region a. All suchp1’s form P1
occ, which is region a. Similarly,P2

occ is region b

and it is the set of all pixelsp2 ∈ P2 that satisfies the equation

A−1
1 (A2p

2 + d2 − d1) ∈ P1. (5.6)

Usually multiway cuts label occluded pixels with the foreground’s label. Assuming

all occluded regions got the foreground label, meaning of region a and region b can be

explained. Intuitively, region a. is the predicted occlusion region assuming region 1 is

the foreground and Region b. is the predicted occlusion region assuming region 2 is the

foreground. But only one of these two regions is actually occluded and this is determined

by calculating the affine residue for both of these regions. Region a and region b are warped

by both region 1 and region 2 affine parameters and the residues for the warped regions are

determined. Here we get 4 residues, due to two regions and twoaffine parameters. The

maximum residue value is chosen. This residue’s corresponding region is the occluded

region and the corresponding affine parameters belong to thebackground. This is based

on the fact that occluded region in one frame does not have a matching region in the next

frame and hence their affine residual is bound to be higher.

The results due to this technique are demonstrated. The results for the ‘pepsi’ can

sequence is shown in Figure 5.15. Occlusions are computed between pepsi can and the

background. The results show that most of the occlusion pixels, on the occluding direc-
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Figure 5.15: ‘Pepsi’ occlusion results; left-to-right: original image, segmented image, pre-
dicted occlusion between foreground pepsi can and background, occlusion overlaid on orig-
inal image.

Figure 5.16: ‘Flower garden’ occlusion results; left-to-right: original image, segmented
image, predicted occlusion between tree and left sky, occlusion overlaid on original image.

tion, are obtained. Figure 5.16 shows the results for the ‘flower garden’ sequence where

selective occlusion detection between the tree segment andthe left sky segment was done.

Since this technique assumes segmentation by multiway cutsplaces just the occluded pix-

els with the foreground, the prediction is not accurate. Nevertheless, it finds most of the

occluded regions to the left of the tree and just under the tree branch. The results for the

taxi sequence is given in Figure 5.17. Occlusions are predicted between the taxi and the

background. Most of the occlusions are predicted as taxi moves in the left-top direction.

There are some errors under the taxi. This is due to inexact representation of taxi motion by

affine parameters. The occlusion prediction between the left vehicle and the road is almost

accurate as most of the pixels on the road that got labeled as foreground is retrieved.
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Figure 5.17: ‘Taxi’ occlusion results; left-to-right: original image, segmented image, pre-
dicted occlusions, occlusion overlaid on original image; top: occlusion between taxi and
background, bottom: occlusion between left vehicle and background.



Chapter 6

Conclusions and Future Work

The goal of the research work summarized in this thesis is motion segmentation of image

sequences. Many classical algorithms in the literature perform motion segmentation using

just two frame correspondence. These algorithms hold greatpotential for extension to

the spatiotemporal domain of image sequences. With this thought, motion segmentation

for image sequences has been carried out using an algorithm that involves graph-based

methods and geometric operations. Particularly, multiwaycut tools with the Lucas-Kanade

affine transformation for two frame motion and stereo correspondence has been studied,

analyzed, and implemented. This idea has been extended to perform motion segmentation

over image sequences.

In this thesis, relevant background work on all the ideas discussed was presented. Mo-

tion segmentation techniques from important papers in the literature were discussed. These

papers talked about how image motion can be analyzed and usedfor correspondence and

segmentation. Geometric models for representing pixel andregion motion in images were

described, as they are fundamental to this research work. A detailed procedure for Lucas-

Kanade affine parameters estimation was given. Motion segmentation by graph cut based

tools forms the core of this thesis and hence important fundamentals for graph-based meth-

ods used in computer vision were presented. Multiway cut algorithms were explained and
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results on stereo correspondence were described. All algorithms for extending existing

implementations were put forward. Motion segmentation over image sequences was the

primary extension that exploited the power of multiway cutsand affine transformations.

The secondary extension was hard constraint points for stereo. The results of these tech-

niques on image sequences and stereo pairs were demonstrated.

There are number of future works to be mentioned. The idea of combining image

sequences into one spatiotemporal volume was proposed in [8]. With ever increasing com-

putational power, people have started processing image sequences as a single spatiotem-

poral block for various applications. Frame-to-frame methods are being replaced by batch

processing techniques where a collection of frames is handled simultaneously. Multiway

cuts can also be extended to analyze blocks of frames. Since multiway cuts are segmenta-

tion tools, all frames in an image sequences can be represented as a 3D graph and multiway

cuts employed on this graph to get segmentation volumes rather than 2D regions. The algo-

rithm proposed for getting motion segments over image sequences can be performed using

this idea. The occlusion detection technique could be integrated with multiway cuts to get

cleaner segmentation along borders of regions. Also, recent image segmentation methods

[12] could be combined with the algorithms discussed in thisthesis, to harness the power

of statistical, combinatorial, and geometric concepts.
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