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EXECUTIVE SUMMARY 
 
The overarching vision of this project is the technological transfer of the previously developed 
robust perception algorithm against adversarial attacks by developing a software tool that would 
allow for easy-to-use interface features, seamlessly adapting to various perception neural 
networks and automatically capable of generating the adversary resilient outputs within the 
desired perception system. 
 
This proposal builds upon the PI’s previously completed project “Securing Deep Learning against 
Adversarial Attacks for Connected and Automated Vehicles [1].” In this prior project, the goal was 
to develop a Deep Learning (DL) system with a tradeoff between accuracy and adversarial 
robustness. Recent studies find that DL is vulnerable against well-designed input samples. These 
misclassified samples were named adversarial examples. In the prior project, we developed a 
deep ensemble network for image classification based on the fusion of discriminative features 
and generative models. Specifically, a causal latent graph was built into a Bayesian model to 
model the distribution of adversarial perturbations. Experimental results showed that the proposed 
ensemble model achieves reduced accuracy loss against adversarial examples even when 
trained with only clean data. As a continuing work, the primary focus of this proposal is on the 
practical deployment and widespread adoption of the proposed robust deep neural networks. 
 
The specific objectives of the proposed technology transfer consist of developing an intuitive 
graphical user interface (GUI) to generate, train, and test intrinsically robust neural networks to 
make adversarial attacks less effective, which means obtaining correct recognition results even 
in the presence of adversarial attacks. By incorporating a GUI, we aim to ensure that even those 
who might not be well-versed in the intricacies of deep learning can comfortably navigate the 
platform. This focus on usability is crucial as it broadens the potential user base, allowing 
researchers from various backgrounds to efficiently generate neural networks that are resilient 
against adversarial attacks. 
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CHAPTER 1 

Introduction  
 
Recent developments on connected and automated vehicles (CAVs) show that many companies, 
such as UBER and Waymo, are substantially investing in the development of perception modules 
based on deep learning algorithms [2]. Deep learning algorithms are susceptible to adversarial 
attacks aimed at modifying the input of the deep neural network (DNN) to induce misclassification, 
which may compromise vehicle decision-making and therefore functional safety. The project 
focuses on autonomous vehicle architectures with perception-planning-action pipeline [3]. The 
results of the perception will be used in the planning module to execute motion planning tasks. In 
this architecture, CAV faces the challenge of obtaining correct sensing information about the 
surrounding environment, including recognizing pedestrians and traffic signs.  
 
The scope of this project is to realize a technology transfer of previously developed adversarial 
attack resilient perception algorithm for autonomous navigation in connected and automated 
vehicles. This is achieved through the following set of activities: 

• Develop a graphical user interface (GUI) for automatically generating the robust 
perception algorithm given a baseline perception neural network including option for 
training and evaluation under different publicly available image data sets. 

• Training students on the use of the developed GUI to foster next-generation personnel 
that will benefit USDOT and society at large. 

 
As CAV technology is developing fast and going to enter the market soon, the proposed 

technology transfer addresses the problem of improving the resilience of CAVs to the possibility 
of adversarial attacks aimed at affecting the performance of the perception module of CAVs, 
therefore improving vehicle reliability and functional safety beyond currently adopted practices. 
We envision that our software tool will play an important role in securing automated vehicles and, 
thus, accelerating the spread of CAVs. The expected outcomes of the project fall well within the 
C2M2 research priority focus on artificial intelligence in multi-modal transportation cyber-physical 
systems. The results of this project will have a broad applicability not only to the transportation 
sector but also to many other applications utilizing machine learning for classification, including 
robotics, biometric identification, and speech recognition. Resiliency of machine learning 
algorithms to adversarial attacks is currently a very hot topic, and we expect to be able to leverage 
the project outcomes to pursue other research projects in the listed application areas, and to 
attract and engage industrial partners such as UBER and NVIDIA. 
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CHAPTER 2 

Literature Review 
 
A Graphical User Interface (GUI) is a visual method for users to interact with computer software 
or applications. It employs graphical components like windows, icons, buttons, and menus to 
facilitate user interaction with the software, enabling them to carry out a range of tasks [4]. GUIs 
are user-friendly tools that make it easy for the users with less technical programming skills to 
deploy the models and use them for their research purposes without going through technical 
programming processes. GUIs are employed for a variety of coding and software applications in 
Engineering and Science. Web Browers and Operating systems are good examples of GUI. A 
variety of programming languages, such as Python, JavaScript, and C, offer several programming 
tools and packages to develop professional GUIs. Tkinter and Flexx are sets of tools that can 
render GUIs using Python. They can run Python scripts in a GUI format [5]. Implementing object 
detection code can be a challenging and complicated task. Using code written by other 
programmers and integrating it into your own scripts for deployment can be particularly difficult. 
On the other hand, GUI software can facilitate the use of object detectors and eliminates the need 
of coding and technical complexities for users. In this project, we will implement GUI software for 
our proposed robust object detector that allows for visualizing the impact of adversarial attack on 
traditional objection detectors in comparison with our robust object detector. 
 
To develop the interface tool, we evaluated several implementation strategies to determine the 
most effective approach for delivering a user-friendly, accessible, and efficient platform. The two 
primary options we considered were a web-based interface and a Docker-based deployment. 
 
2.1 Web-Based Interface 

 
The web-based interface operates directly within a user’s browser without requiring any additional 
installations or configurations, making it highly accessible. 

• Pros: 
o Accessibility: No installation required; accessible from any device with a web 

browser. 
o Ease of Use: Intuitive for users; easy to update and maintain. 
o Scalability: Easily scalable; can handle increasing user numbers and data sizes 

with server adjustments. 
o Centralized Updates: Updates and patches can be rolled out seamlessly without 

user intervention. 
• Cons: 

o Dependence on Internet Connection: Requires a continuous internet 
connection, which could limit access in areas with poor connectivity. 

o Browser Limitations: Performance and feature support might vary across 
different browsers. 

 
2.1 Docker-Based Deployment 

 
Docker allows applications to be packaged along with their dependencies into containers, 
ensuring consistency across multiple development and release cycles. 

• Pros: 
o Consistency: Provides a consistent environment for all users, regardless of their 

underlying operating system. 
o Isolation: Each application runs in its own container, isolated from others, 
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enhancing security. 
o Portability: Containers can be run on any system that supports Docker, making it 

highly portable. 
• Cons: 

o Setup Complexity: Requires users to have Docker installed and understand basic 
Docker operations. 

o Resource Overhead: Can be resource-intensive, especially for users with limited 
system capabilities. 

 
After considering the different factors, we decided to implement our Machine Learning Interface 
Tool as a web-based application. The main reasons for this choice were accessibility and ease of 
use, which ensured that users could access the tool without needing to install additional software 
or manage complex configurations. The web-based approach also allows for rapid deployment of 
updates and new features, ensuring all users simultaneously benefit from enhancements, without 
needing to manually update their installations. 
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CHAPTER 3 

Method 
 
To validate and demonstrate our approach to securing deep learning models against adversarial 
attacks, we developed a comprehensive web-based platform using modern software 
development technologies. The implementation utilizes React with TypeScript for robust type 
safety and better development experience, along with a modular component architecture that 
ensures scalability and maintainability. 

The application architecture is structured into five primary functional domains, each serving a 
specific purpose in the workflow of developing and testing robust deep learning models: 

3.1 Data Management Module 

 
The data management module serves as the foundation of the experimental pipeline, providing 
researchers with sophisticated tools for data handling and preparation: 

• A dataset library with integrated access to standard benchmarks (e.g., CIFAR-10, CIFAR-
100 [6]), detailed metadata, quick-load functionality, and sample visualization. 

• A data upload system supporting flexible file formats (CSV, XLSX, JSON), real-time 
upload status feedback, automated validation, and preview generation. 

• An interactive data preview interface with tabular views and visualization options. 

 

 
Figure 1: Overall GUI front-end. 

 
3.2 Model Configuration Module 

 
The Model Configuration section provides precise control over your neural network architecture 
and training parameters, enabling you to: 

• Easily Select Models: Visualize and compare available architectures, including popular 
options like VGG [7], with detailed diagrams, performance characteristics, and 
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recommended use cases. Quickly switch between different models to find the best fit for 
your task. 

• Fine-Tune Architectures: Adjust model parameters with granular control over feature 
layers, hidden layers, and encoder/decoder layers. Advanced options are available for 
experienced users. The system offers parameter validation and optimization suggestions. 

• Optimize Training: Fine-tune the training process by adjusting batch size, learning rate, 
and the number of training iterations. Control dataset partitioning and cross-validation 
settings for optimal model performance. 
 

 
Figure 2: Model configuration section. 

 
3.3 Model Training Module 

 
The tool is specifically designed to automate the process of generating robust deep neural 
networks using the provided datasets and pre-trained models. The model architecture and 
parameters can be saved as model files and used for evaluation. The model training uses 
TensorFlow framework with CUDA and can be compatible with ROS for interfacing with robots 
and sensors. 
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Figure 3: Model training section. 

 
3.4 Model Evaluation Module 

 
Different types of adversarial perturbation (e.g., FGSM [8], PGD [9]) are included in this tool for 
evaluation. After the robust neural network is built, the adversarial attacks will be performed on 
the neural network to test the performance. We evaluate the loss, attack success rate and clean 
data accuracy using Adversarial Robustness Toolbox [10].  

 

 
Figure 4: Model evaluation section. 
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3.5 Help and Support Module 

 
Users can view FAQs, read tutorials, and submit feedback using the interface. 

 

 
Figure 5: Help and support section. 

 
Our prior research presented a robust image classification model. In this project, we also tested 
the integration of a robust regression model specifically for delineating object bounding boxes and 
the previously proposed classification model. We used an existing deep Bayesian regression 
model [11] as an enhancement to our prior work to further introduce robustness. However, due 
to the performance limitation of generative classifiers, we found that the generated robust image 
classifier didn’t scale well with larger datasets like full ImageNet and COCO. The extension to 
these more sophisticated datasets for object detection requires more tuning and research outside 
the scope of this project. 
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CHAPTER 4 

Conclusions 
 
This project represents a significant step forward in bridging the gap between advanced 
adversarial robustness research and its practical application. By integrating the robust perception 
algorithm into an easy-to-use GUI, we aim to lower the barrier to adoption and empower a broader 
range of users to defend against adversarial threats. Currently, our software tool can train robust 
image classification models with the selection of various datasets, model architectures, and 
training parameters. The GUI can train and test intrinsically robust neural networks to make a 
variety of adversarial attacks less effective, which means obtaining correct recognition results 
even in the presence of adversarial attacks. This effort underscores the importance of translating 
cutting-edge research into deployable tools, paving the way for robust, secure perception systems 
in diverse fields, from autonomous vehicles to other mission-critical AI applications. 
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