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Partial Differential
Equation-Based Process
Control for Ultraviolet Curing
of Thick Film Resins
This paper proposes a feedback control system for curing thick film resins using ultravio-
let (UV) radiation. A model-based distributed parameter control scheme is constructed
for addressing the challenge of achieving through cure while reducing temperature gra-
dients in thick films in composite laminates. The UV curing process is modeled with a
parabolic partial differential equation (PDE) that includes an in-domain radiative input
along with a nonlinear spatial attenuation function. The control problem is first cast as a
distributed temperature trajectory-tracking problem where only surface temperature
measurements are available. By transforming the original process model to an equivalent
boundary input problem, backstepping boundary PDE control designs are applied to
explicitly obtain both the controller and the observer gain kernels. Offline optimization
may be used to generate the desired temperature trajectory, considering quality con-
straints such as prespecified spatial gradients and UV source limitations. The workings
and the performance of the proposed control scheme are illustrated through simulations
of the process model. It is shown that feedforward compensation can be added to achieve
improved tracking with the PDE controller in the presence of measurement noise and
other process disturbances. [DOI: 10.1115/1.4030818]

Keywords: UV curing process control, distributed parameter control, in-domain control
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Introduction

Due to the high cost and complexity of processing advanced
composite materials, their application has historically been
restricted to niche sectors such as aerospace, marine, and sporting
goods industries.2 The cost of raw materials has been dropping in
recent decades [3]. Aggressive research initiatives target to bring
this cost further down to the competitive level of structural steels
and alloys [4]. However, even if this aspect is overcome, the cost
and complexity of processing composites remains a major barrier
to their widespread use for various lightweight design applica-
tions, such as car bodies and other structures.

The prominent processes for curing composites involve the use
of autoclaves and ovens. These typically feature high capital costs,
high energy consumption, and long processing times (>4 hrs, for
thick composite laminates), and have difficulty accommodating
large size parts (e.g., airplane wings, wind turbine blades, etc.)
[5,6]. Alternatives to autoclave processes are radiation-based tech-
nologies, such as microwave, infrared, electron beam, X-ray, and
UV curing processes. These radiation-based processes provide the
following potential advantages: (1) higher energy efficiency; (2)
less environmental pollutions; (3) accelerated processing time; (4)
reduced space usage; and (5) better controllability [7–11].

Among these radiation-based processes, UV curing has the
advantages of low costs of the equipment, low energy consump-
tion, and least hazardous radiation wavelengths [12]. Despite
these advantages, the thickness of laminates that can be cured

effectively by UV-radiation is limited because UV gets absorbed
when passing through target materials [13]. As a result, extended
irradiation may be needed to cure thick sections. However, the
accompanying thermal gradients from the distributed exothermic
cure reactions often compromise the quality of the end product.
To overcome this through-cure or cure penetration problem, an
approach of layer-by-layer deposition and curing of composite
laminates is often adopted. Duan et al. [5] presented such a lay-
ered manufacturing approach including experimental verifications
which showed that the mechanical properties of the end product
are indeed improved. Wang [14] conducted model-based investi-
gations of in situ UV-laser curing of polymer composites using
the filament winding method. By applying the UV-laser on the
tow while it is being wound on the mandrel, he postulated that it
might be possible to cure objects of unlimited thickness in a lay-
ered fashion.

The challenge of UV curing of thick composite laminates indi-
vidually, as well as with the layered approaches, can be advanced
further by incorporating proper process control that directly
attempts to address the through-cure problem. This article deals
with the modeling and control of single layer one-dimensional
UV-curing to minimize nonuniformity of cure-level (across depth)
and process energy requirements. This work could be a necessary
first step toward maximizing the critical laminate thickness for
each step of the layered approach, and thereby to minimize the
number of layer depositions needed for manufacturing thick com-
posite parts.

There are three challenges to process control design for this
application. First, the UV curing processes involves an actuator
(UV source) physically located outside the target domain that acts
as a spatially distributed in-domain process input. The process
input energy transferred by radiation is attenuated farther in the
domain of the target because of photo-absorption [15]. This
attenuation is often modeled by Beer–Lambert’s law [15]. The
control design should compensate for this input attenuation.
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2While our discussion and reviews here focus on composite laminates, the reader

could see that the proposed approach can be directly applied for other thick resin
film UV curing applications such as 3D printing [1,2].

Contributed by the Dynamic Systems Division of ASME for publication in the
JOURNAL OF DYNAMIC SYSTEMS, MEASUREMENT, AND CONTROL. Manuscript received
May 5, 2014; final manuscript received June 7, 2015; published online July 27, 2015.
Assoc. Editor: YangQuan Chen.

Journal of Dynamic Systems, Measurement, and Control OCTOBER 2015, Vol. 137 / 101010-1
Copyright VC 2015 by ASME

Downloaded From: http://dynamicsystems.asmedigitalcollection.asme.org/ on 08/16/2015 Terms of Use: http://www.asme.org/about-asme/terms-of-use



Second, the control design needs to optimize product quality and
energy requirements considering the nonlinear and distributed
parameter nature of the physical processes involved: irradiation,
photopolymerization, and heat transfer. These processes in UV
curing lead to a nonlinear and coupled system of a PDE and an or-
dinary differential equation (ODE). Third, the control design
needs to incorporate proper state estimation mechanisms to deal
with the lack of robust and economical sensing alternatives for the
distributed process state.

While there appears to be limited prior work on process control
specific to UV curing applications, related thermal composite cur-
ing processes have been studied in Refs. [6,16–18]. Considering
the optimality of the autoclave composite curing process, Dufour
et al. [6] proposed a two-step model predictive control (MPC)
scheme comprising of an offline nonlinear MPC (NMPC) and
online linear MPC structure. For a similar autoclave curing prob-
lem, Parthasarathy et al. [16] proposed a control algorithm that
augments an offline optimization, discrete interval online MPC,
and a nonlinear controller. In another work, Pillai et al. [17]
implemented a model-based open-loop optimal surface tempera-
ture generation scheme within a knowledge-based supervisory
system.

Most of the controller implementations cited above assume ei-
ther the prediction of the process state and/or the process output
obtained from available sensor measurements. Others have
directly addressed the issue of state estimation for feedback pur-
poses. Soucy [18] uses an estimate of the degree of cure obtained
via an extended Kalman filter in a gain-scheduled proportional-
derivative controller for an autoclave composite curing process.
The estimator construction assumed the online measurement of
distributed temperature state. For a similar problem, Parthasarathy
et al. [16] introduced a nonlinear observer to estimate primarily
the distributed temperature state. The cure level state is subse-
quently computed from the estimated temperature.

In the above reviewed works, the controller and observer
designs involved model reductions applied to the coupled PDE
and ODE describing the process model. The first group of meth-
ods often proposed for model reduction of similar (nonlinear)
PDE processes involve applying Karhunen–Lo�eve expansion
along with Galerkin’s projection and approximate inertial mani-
folds to extract a reduced-order model for the process [19–21].
The second group of methods involve applying direct finite differ-
ence methods to extract the reduced-order model that can be used
for subsequent controller/observer design [6,16,18].

The reduced-order model-based design of controllers and
observers for fundamentally distributed parameter systems (DPS)
has some known deficiencies. Balas [22] argued that the combined
control and observation spillover effects that arise from using the
reduced model could be potentially destabilizing when the designs
based on the reduced model are applied to the actual DPS process.
For this and related reasons, controller and observer designs that
directly use the original DPS model are gaining more attention
[23,24]. Still, while a large collection of research can be found on
the control of DPS described by a system of linear PDEs, far
fewer address the control of DPS described by nonlinear PDE
(NPDE) such as those that describe the curing process. Among the
later, Vazquez and Krstic [25] designed an infinite-dimensional
backstepping feedback controller for NPDE problems by trans-
forming the NPDE to a stable linear PDE using nonlinear spatial
Volterra series representations. However, the approach is limited
to boundary control problems.

The problem under consideration for UV curing of thick resins
does not quite fit the boundary control paradigm directly. How-
ever, there are few works that extend the boundary backstepping
control design method for in-domain input problems of linear
PDEs. Tsubakino et al. [26] introduced an additional transforma-
tion to accommodate in-domain scalar inputs multiplied by spatial
functions within the boundary control scheme. Their transforma-
tion holds under the condition that the spatial function is a solu-
tion of a specifically parameterized ODE. Considering a linear

diffusion-dominated problem with in-domain spatial attenuation
of the input, the authors of the present paper also derived an
infinite-dimensional backstepping controller and observer by first
developing a transformation from an in-domain control problem
to an equivalent boundary control structure [27]. In this paper, this
approach is extended to the system model comprising the NPDE
of the UV curing process. This is achieved by deriving special
transformations that embed the nonlinearity in the transformation.
The controller is incorporated as a state trajectory-tracking con-
troller. The desired trajectory of distributed temperature profile is
determined by offline optimization that considers constraints
imposed to achieve process optimality (e.g., minimum deviations
in cure level, minimum temperature gradient, etc.).

The remainder of the paper is organized as follows: Section 2
details the problem statement including the adopted process model
for UV curing of resins in thick composite laminates and the pro-
cess characteristics that motivate the proposed control structure.
Sections 3 and 4 detail the derivations of the PDE controller and
observer designs, respectively. Section 5 provides demonstrative
simulation results. Section 6 gives the conclusions of the work.

Problem Statement

Process Modeling. We consider a one-dimensional UV curing
process for a fiberglass composite laminate. A schematic of the
process setup is shown in Fig. 1. The basis for the model is that of
a UV curing process model verified for a pure unsaturated polyes-
ter resin [28]. The following four considerations are added to the
basic model. First, a resin volume fraction factor is introduced in
the process model to consider the fact that only the resin portion
undergoes the photopolymerization reaction [14,16]. Second, we
take the average thermal properties of the resin and of the fiber for
the properties of the composite laminate. Third, we model the
attenuation of UV-radiation in the resin–fiber matrix in the z-
direction according to Beer–Lambert’s Law, where a single
attenuation constant will be taken for the laminate. This essen-
tially assumes a uniformly wetted fiberglass and resin where the
refractive indices of the fiber and resin are matched. To continue
with this assumption for general cases, the attenuation constant
for the combined resin–fiber matrix may need to be identified
[13]. Fourth, in addition to the exothermic heat source, heat input
from direct absorption of UV-radiation is modeled with an attenu-
ated term in the domain instead of the boundary [29].

With the above four considerations, the adopted curing process
model for the laminate is given by the following coupled
PDE–ODE systems along with the boundary and initial conditions:

qcp

@T z;tð Þ
@t

¼kz
@2T z;tð Þ
@z2

þvrDHrqr

da z;tð Þ
dt
þbIp

0 exp �bzð Þ onXT

da z;tð Þ
dt
¼K z;Tð ÞusqIp

0a
m z;tð Þ 1�a z;tð Þð Þn onXT

K z;Tð Þ¼exp �E=RTabs z;tð Þð Þexp �lspzð Þ onXT

kz
@Tð0;tÞ
@z

¼hðTð0;tÞ�T1Þ onC1

@Tðl;tÞ
@z

¼0 onC2

T z;0ð Þ¼T0ðzÞ onX

a z;0ð Þ¼a0ðzÞ onX

8>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>:

(1)

where q and cp are the density and specific heat capacity of the
composite laminate, respectively; kz is the thermal conductivity of
the laminate in the z-direction; T z; tð Þ is temperature distribution
at depth z and time t ; vr is volumetric fraction of resin in the
composite matrix; qr is density of resin; and DHr is polymeriza-
tion enthalpy of resin conversion; E is activation energy; s is
photo-initiator concentration; u is pre-exponential factor of rate
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constant; R is gas constant; I0 is UV-light intensity; Tabs z; tð Þ is
absolute temperature in Kelvin; aðz; tÞ is cure level distribution; m
and n are reaction orders; p and q are constant exponents; l is the
absorption coefficient of photoinitiator; b is extinction coefficient
of heat flux from direct UV-radiation exposure along depth; h is
convective heat transfer at the top boundary; l is the thickness of
composite sample, and T1 is constant ambient temperature; and
da z; tð Þ=dt is the rate of cure conversion (rate of polymerization).
The various domains and boundaries are given by XT 2 0; l½ �
� 0;1½ Þ, X 2 0; l½ �, C1 2 0f g � 0;1½ Þ, and C2 2 lf g � 0;1½ Þ.

For control design, we simplify the process model (1) by sepa-
rating the control input and the multiplying nonlinear term, and
introducing the following change of variables:

x ¼ z

l
(2)

wðx; tÞ ¼ Tðx; tÞ � T1 (3)

The simplified model is summarized in the following form:

wt x; tð Þ ¼ nwxx x; tð Þ þ f x;w x; tð Þ; a x; tð Þð Þu tð Þ on XT

wx 0; tð Þ ¼ cbw 0; tð Þ on C1

wx 1; tð Þ ¼ 0 on C2

w x; 0ð Þ ¼ w0 xð Þ on X

_a x; tð Þ ¼ kbK x;wð Þam x; tð Þ 1� a x; tð Þð Þnu tð Þ on XT

K x;wð Þ ¼ exp �E=Rwabs x; tð Þð Þ exp �kcxð Þ on XT

a x; 0ð Þ ¼ a0 xð Þ on X

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

(4)

where the nonlinear function f is defined as follows:

f x;w x; tð Þ;a x; tð Þð Þ ¼ caK x;wð Þam x; tð Þ 1� a x; tð Þð Þnþka exp �blxð Þ
(5)

and uðtÞ ¼ Ip
0 is the control input representing the incident heat

flux intensity; n ¼ kz=qcpl2, ca ¼ vrqrDHr=qcp, ka ¼ b=qcp,
kb ¼ usq; kc ¼ lspl, cb ¼ hl=kz, and wabsðx; tÞ ¼ wðx; tÞ þ 273.
The notation _a, wt, wx, and wxx represent da=dt, @w=@t, @w=@x,
and @2w=@x2, respectively.

Process Characteristics. The use of UV curing in composite
processing has been limited to the production and repair of rela-
tively thin layers and parts (of thickness 2 mm or less) [30]. This
is due to excessive attenuation of UV radiation as it passes
through both the fiber and resin material. However, it turns out
that the coupling of the UV polymerization process with thermal
effects is dominant for selected resin types such as the unsaturated
polyester resin considered in the current paper [31]. This coupling
can be used to partially compensate for the UV attenuation by

imposing boundary conditions that promote retaining the exother-
mic energy of the polymerization reactions within the laminate.
For polymeric materials of poor thermal conductivity, this can be
achieved by insulating the boundary (or mold) at the opposite end
of the UV exposure.

To illustrate the above characteristics, the process model given
in Eq. (1) is simulated without control (open-loop). The corre-
sponding cure level and temperature gradients are compared when
changing the bottom boundary from constant ambient temperature
to an insulated condition while keeping the top convective condi-
tion the same. For a relatively thin composite laminate of thick-
ness 2.5 mm, with applied UV intensity of 50 mW/cm2, the
simulation results are shown in Figs. 2 and 3 for selected nodal
points: top (z¼ 0), middle (z¼ 0.5l), and bottom (z¼ l).

The results in Fig. 2 illustrate that with the constant ambient
temperature boundary condition at the bottom, there is significant
cure level deviation in the laminate (maximum> 20%) with a
maximum temperature deviation of only 10 �C from the ambient
condition. In contrast to this, for the case in Fig. 3, there is a sig-
nificant reduction of the cure level deviation (almost by 50%) by
insulating the bottom boundary. This compensation is achieved
because the energy loss at the bottom boundary is prevented by
insulation and the temperature builds up from the bottom as the
curing progresses.

To further explain how the manner the temperature builds up
helps with compensating for the attenuation, we plot the cure rate
factor Kðz; TÞ in the process model (1) for the bottom-insulated
condition with the same UV input as above. Since the spatial input
attenuation component (expð�lspzÞ) in Kðz;TÞ is constant with
time for any spatial location, the contribution of the Arrhenius
component (expð�E=RTabsðz; tÞÞ) is responsible for the increase
in the cure rate as the temperature builds up as shown in Fig. 4. It
shows that due to the coupling with the temperature evolution and
the selected boundary condition, the cure rate at the bottom could
be made close to that at the top for some periods of time, despite
the attenuation of UV intensity with depth.

The compensation for UV attenuation via the boundary condi-
tion shown in Fig. 3 is achieved at the expense of large thermal
gradients (of 15 �C) and higher operating temperatures (maximum
80 �C). To exploit the compensating benefit of such boundary con-
ditions for relatively thicker sections (5 mm and above) where the
UV attenuation may be even more significant, the temporal and
spatial distributions of temperature will need to be judiciously
managed in order to avoid thermal stresses that affect the quality
and mechanical performance of the end product. A feedback
process control scheme is proposed to achieve this objective.

Proposed Closed-Loop Control Scheme. In this paper, we
devise a process control scheme that achieves a desired spatiotem-
poral temperature distribution during the curing process in a man-
ner that also minimizes the cure level deviation across the layer.
We propose an infinite-dimensional PDE controller that is able to
track a prespecified distributed temperature trajectory. The feasi-
ble reference temperature trajectory could be generated by offline
optimization considering process constraints of thermal gradient,
peak temperature, cure level deviation, UV source limitations, etc.

The structure of the proposed controller is summarized in Fig. 5.
Successful implementation of this closed-loop control requires that
the actual temperature distribution in the laminate be available by
measurement or by incorporating an observer design. Since the for-
mer is impractical, we design an infinite-dimensional (PDE)
observer by assuming only the availability of measurement of the
top surface temperature via an infrared thermal imaging camera.

PDE Controller Design

The PDE control design presented in this section is motivated
by recent advances in infinite-dimensional control theory for
boundary control problems. Since the present UV curing applica-
tion is an in-domain input problem, a two-step process of PDE

Fig. 1 Schematic for a UV curing process model
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controller design is proposed: (1) transforming the in-domain
input problem to an equivalent boundary input problem and (2)
feedback controller design for the boundary input problem. The
feedback control design formulated in this section assumes avail-
ability of distributed states, and this assumption will be relaxed
later via observer design.

Transforming In-Domain Input to Boundary Input. The
in-domain input NPDE in Eq. (4) is transformed to an equivalent
boundary input linear PDE to which standard infinite-dimensional
backstepping control design methods can be applied [23]. An
additional new feature here is that, through the transformation, the
nonlinear term is moved to the boundary so that it can be

Fig. 2 Open-loop responses with constant ambient temperature boundary condition at the
bottom: (a) nodal cure level distribution, (b) deviation of cure level between top and bottom,
(c) nodal temperature distribution, and (d) deviation of temperature between top and bottom

Fig. 3 Open-loop responses with insulated boundary condition at the bottom: (a) nodal cure
level distribution, (b) deviation of cure level between top and bottom, (c) nodal temperature dis-
tribution, and (d) deviation of temperature between top and bottom
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simultaneously handled in the boundary control design. At this
point, we consider the following linear PDE as a target boundary
input problem with known or desirable open-loop stability proper-
ties (in this case, a stable heat equation):

wt x; tð Þ ¼ nwxx x; tð Þ on XT

wx 0; tð Þ ¼ cbw 0; tð Þ on C1

wx 1; tð Þ ¼ �hðtÞ on C2

w x; 0ð Þ ¼ w0 xð Þ on X

_a x; tð Þ ¼ kbK x;wð Þam x; tð Þ 1� a x; tð Þð Þnu tð Þ on XT

a x; 0ð Þ ¼ a0 xð Þ on X

8>>>>>>>>>><
>>>>>>>>>>:

(6)

where Kðx;wÞ is defined in Eq. (4).
The Neumann boundary input �hðtÞ in Eq. (6) can now be con-

sidered to include the transformation of the input along with the
nonlinear term it multiplies in the original model. The main idea
proposed is then finding a transformation that makes the original
PDE in Eq. (4) with in-domain input to behave like a hypothetical
linear PDE in Eq. (6) with this boundary input. This transforma-
tion is possible for two reasons. First, the original composite cur-
ing process which is modeled by thermal diffusion with a
convective heat transfer at the boundary and a decaying polymer-
ization rate _a x; tð Þ as the curing advances is a stable process. Sec-
ond, it is possible to find a stable target system where the control
objective can be achieved through secondary transformations of

Eq. (6) to a stable closed-loop target system. This idea is moti-
vated by the earlier work of the authors where a linear diffusion-
dominated PDE with a spatially varying in-domain input is treated
[27]. A similar idea of transformation is also used in Ref. [32] for
a linear PDE with in-domain point actuators as opposed to the in-
domain attenuating actuation we address here.

The transformation that maps the in-domain input in Eq. (4) to
the control signal �hðtÞ appearing at the boundary in Eq. (6) can be
developed by equating the weak forms of both Eqs. (4) and (6).
To facilitate the weak formulations, a function space called Sobo-
lev space is introduced as follows:

V : fv 2 H1ðXÞg (7)

where H1ðXÞ ¼ fv 2 L2ðXÞjvx 2 L2ðXÞg is the Hilbert space
associated with the inner product and its norm.

Given this particular Sobolev space, the PDE (6) is multiplied
with a test function vðxÞ 2 V that is chosen to be compatible with
the associated boundary conditions. Then, performing integration
by parts along with the boundary conditions, the weak form of the
PDE in Eq. (6) is obtainedð

X
wt x; tð Þv xð Þdxþ

ð
X

wx x; tð Þ:vx xð Þdx

¼
ð

C2

wx 1; tð Þv xð Þdr� cbw 0; tð Þ
ð

C1

v xð Þdr; 8w; v 2 V (8)

One can prove the existence and uniqueness of the weak solution
for this boundary value problem, by verifying the properties of
ellipticity and continuity, following examples provided in Ref. [33].

Proceeding similarly, the following weak form of the PDE in
Eq. (4) is obtained:ð

X
wt x; tð Þv xð Þdxþ

ð
X

wx x; tð Þ � vx xð Þdx

¼
ð

C2

g x; tð Þv xð Þdr� cbw 0; tð Þ
ð

C1

v xð Þdr; 8w; v 2 V (9)

where the intermediate in-domain input gðx; tÞ is introduced as the
product of the control signal uðtÞ and the nonlinear term
f ðx;wð; tÞ; aðx; tÞÞ

gðx; tÞ :¼ f ðx;wð; tÞ; aðx; tÞÞuðtÞ (10)

By equating Eqs. (8) and (9), the transformation that relates the
boundary input in Eq. (6) and in-domain input in Eq. (4) is given
by

uðtÞ ¼
�hðtÞ

ð
C2

vðxÞdrð
X

f ðx;wðx; tÞ; aðx; tÞÞ � vðxÞdx
(11)

For solvability of this transformation, the choice of the test
function should satisfy the conditionð

X
f ðx;wðx; tÞ; aðx; tÞÞ � vðxÞdx 6¼ 0 (12)

and the obliqueness of the Neumann boundary condition [34].
The test function of the form (13) is chosen as

v xð Þ ¼ �x2

2
þ xþ 1

cb

(13)

This test function (13) is a solution of the spatial ODE derived
from the PDE and boundary conditions in Eq. (4) by neglecting

Fig. 4 The evolution of the product of spatial input attenuation
and Arrhenius components with insulated boundary condition
at the bottom

Fig. 5 Closed-loop UV curing process control system
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the time derivative and considering a unit in-domain input. This
choice of the fundamental static solution of the PDE (spatial
ODE) for a test function guarantees the solvability of the transfor-
mation map (11).

Given the test function (13) and transformation (11), a control
law can be designed for the boundary control problem (6) using
existing boundary control design methods, and then transform the
result back to the original in-domain input problem (4).

Control Law. In this section, the control law is designed for
the boundary input problem (6) using backstepping techniques
described in Ref. [23]. The search for the control law starts by first
defining a stable closed-loop target system. In the process of map-
ping the boundary input problem to the stable target system, the
control law will be derived. The choice of particular stable target
system is not unique, but the following exponentially stable target
system is defined with tuning parameter c > 0 :

Zt x; tð Þ ¼ nZxx x; tð Þ � cZðx; tÞ on XT

Zx 0; tð Þ ¼ 0 on C1

Zx 1; tð Þ ¼ 0 on C2

Z x; 0ð Þ ¼ Z0 xð Þ on X

8>>>><
>>>>:

(14)

The proof for the exponential stability of a similar target system
is provided in our previous work [27] and also in Ref. [35].

Then a state transformation is defined along with boundary
feedback that can force the PDE in Eq. (6) to behave like the
desired target system (14). The following potential state transfor-
mation is proposed in Ref. [23]:

Zðx; tÞ ¼ wðx; tÞ �
ðx

0

kðx; yÞwðy; tÞdy (15)

By using this transformation in Eq. (14) along with Eq. (6), the
following conditions can be derived for the control gain kernel:

kxx x; yð Þ � kyy x; yð Þ ¼ c

n
k x; yð Þ (16)

ky x; 0ð Þ ¼ cbk x; 0ð Þ (17)

k x; xð Þ ¼ � c

2n
x (18)

The gain kernel kðx; yÞ satisfying Eqs. (16)–(18) can be solved
analytically [36]. The result is the following:

k x; yð Þ ¼ �
�cxI1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�c x2 � y2ð Þ

p� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�c x2 � y2ð Þ

p þ �ccbffiffiffiffiffiffiffiffiffiffiffiffiffi
�cþ c2

b

q ðx�y

0

I1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�c xþ yð Þ x� y� sð Þ

p� �
exp

�cbs
2

� �
sinh

�cþ c2
b

2
s

� �
ds

(19)

where Ijð�Þ is the modified Bessel function of the first kind and
order j, and �c ¼ c=n. Taking the spatial derivative of the transfor-
mation (15), and then substituting the associated boundary condi-
tion at x ¼ 1, the feedback controller that completes the
transformation of the PDE in Eq. (6) into target system (14) can
be derived. The resulting expression for the control law is

�h tð Þ ¼ � �c

2
w 1; tð Þ þ

ð1

0

�N1 1; yð Þ þ N2 1; yð Þf gw y; tð Þ

þ �ccbffiffiffiffiffiffiffiffiffiffiffiffiffi
�cþ c2

b

q ð1

0

N3 1; yð Þwðy; tÞdy (20)

where

N1 1; yð Þ ¼
�cI1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�c 1� y2ð Þ

p� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�c 1� y2ð Þ

p þ
�cI2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�c 1� y2ð Þ

p� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�c 1� y2ð Þ

p (21)

N2 1; yð Þ ¼ �ccbffiffiffiffiffiffiffiffiffiffiffiffiffi
�cþ c2

b

q exp
�cb

2
1� yð Þ

� �
sinh

�cþ c2
b

2
1� yð Þ

� �

(22)

N3 1; yð Þ ¼
ð1�y

0

�c

2
2� sð Þ

I1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�c 1þ yð Þ 1� y� sð Þ

p� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�c 1þ yð Þ 1� y� sð Þ

p exp
�cbs

2

� �

� sinh
�cþ c2

b

2
s

� �
ds (23)

To adopt the stabilizing controller in Eq. (20) to the distributed
temperature tracking problem, we define the error variable ~wr x; tð Þ
between the actual temperature w x; tð Þ and the reference tempera-
ture trajectory wr x; tð Þ as

~wr x; tð Þ ¼ w x; tð Þ � wr x; tð Þ (24)

Here, we assume the availability of a feasible reference distributed
temperature trajectory (one that satisfies the underlying PDE and
boundary conditions). Substituting it into the closed-loop system
involving the PDE in Eq. (6), state transformation (15), the con-
troller (20), and exponentially stable target system (14), it can be
verified that the associated error dynamics goes to zero exponen-
tially. Following the steps outlined in Ref. [23] (p. 131), using the
stabilizing controller (20) and error variable (24), the boundary
control law that tracks the reference trajectory can be derived.
Then, the result can be transformed back to the original in-domain
control input through transformation (11). The final in-domain
control signal that tracks the reference trajectory becomes

u tð Þ¼ hðtÞ �c

2
wr 1; tð Þ�wð1; tÞð Þþ

ð1

0

N 1;yð Þ w y; tð Þ�wr y; tð Þð Þdy

	 

(25)

where

N 1; yð Þ ¼ �N1 1; yð Þ þ N2 1; yð Þ þ �ccbffiffiffiffiffiffiffiffiffiffiffiffiffi
�cþ c2

b

q N3 1; yð Þ (26)

hðtÞ ¼

ð
C2

v xð Þdrð
X

f x;w x; tð Þ; a x; tð Þð Þ � v xð Þdx
(27)

and N1 1; yð Þ, N2 1; yð Þ, and N3 1; yð Þ are as given in Eqs. (21)–(23).

PDE Observer Design

In this section, an infinite-dimensional observer is designed to
estimate the distributed states for the purpose of implementing the
feedback controllers. Only surface/boundary measurement of tem-
perature is assumed available. Although the nonlinearity in the
UV curing process model (4) might seem to complicate the design
of the observer, the transformation of the in-domain input problem
(4) to the boundary input problem (6) described above also simpli-
fies the process of observer design. After applying the transforma-
tion (11), existing observer design methods for linear PDEs can be
extended to the current problem. A number of DPS observer
design methods for linear PDE are summarized in Ref. [37],
including Lyapunov-based functional observers, adaptive observ-
ers, and backstepping observers. For consistency with the control
design of the previous section, the backstepping technique is
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adopted to design an observer for the transformed boundary input
problem (6). Then, the observer so designed can be transformed
back to the original in-domain input problem by using the same
transformation map developed for the feedback controller.

The observer model for the transformed boundary PDE in Eq.
(6) with top surface temperature measurement w 0; tð Þ is con-
structed in the form

ŵt x; tð Þ ¼ nŵxx x; tð Þ þ p1 xð Þ w 0; tð Þ � ŵ 0; tð Þ½ � on XT

ŵx 0; tð Þ ¼ cbw 0; tð Þ þ p10 w 0; tð Þ � ŵ 0; tð Þ½ � on C1

ŵx 1; tð Þ ¼ �hðtÞ on C2

ŵ x; 0ð Þ ¼ ŵ0 xð Þ on X

_a x; tð Þ ¼ kbK x; ŵð Þam x; tð Þ 1� a x; tð Þð Þnu tð Þ on XT

a x; 0ð Þ ¼ a0 xð Þ on X

8>>>>>>>><
>>>>>>>>:

(28)

where ŵðx; tÞ is the estimated state, p1ðxÞ and p10 are the observer
gains. Note that after estimating the temperature state wðx; tÞ, the
cure state aðx; tÞ can be subsequently computed from the cure
dynamics (as an open-loop observer, as we do in this paper) or by
designing another cure state observer, a topic we address in
Ref. [38].

Defining the estimation error variable as ~wðx; tÞ ¼ wðx; tÞ
�ŵðx; tÞ and subtracting Eq. (28) from Eq. (6), the temperature
observation error system becomes

~wt x; tð Þ ¼ n~wxx x; tð Þ � p1 xð Þ~w 0; tð Þ on XT

~wx 0; tð Þ ¼ �p10 xð Þ~w 0; tð Þ on C1

~wx 1; tð Þ ¼ 0 on C2

~w x; 0ð Þ ¼ ~woðxÞ on X

8>>>><
>>>>:

(29)

Considering transformation of Eq. (29) to the same stable target
system (14), the observer can be designed such that the origin of
the error system (29) is exponentially stable. We replace the
parameter c in Eq. (14) by g to distinguish between the target sys-
tems for the observer and controller designs and follow the same
steps as in the control law derivation to obtain the conditions for
the observer gain kernel pðx; yÞ. It turns out that the conditions on
the gain kernel can be solved explicitly to derive the following
observer gains:

p1 xð Þ ¼ g
I1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�gx 2� xð Þ

p� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�gx 2� xð Þ

p þ
I2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�gx 2� xð Þ

p� �
x 2� xð Þ

 !
(30)

p10 ¼ �
�g
2

(31)

where �g ¼ g=n.
Finally, transforming the observer (28) designed for the bound-

ary input problem (6) back to the original in-domain input PDE in
Eq. (4) through transformation (11), the structure of the observer
for the in-domain input PDE takes the form

ŵt x; tð Þ ¼ nŵxx x; tð Þ þ p1 xð Þ w 0; tð Þ � ŵ 0; tð Þ½ �

þ f x; ŵ x; tð Þ; a x; tð Þð Þu tð Þ on XT

ŵx 0; tð Þ ¼ cbw 0; tð Þ þ p10 w 0; tð Þ � ŵ 0; tð Þ½ � on C1

ŵx 1; tð Þ ¼ 0 on C2

ŵ x; 0ð Þ ¼ ŵ0ðxÞ on X

_a x; tð Þ ¼ kbK x; ŵð Þamðx; tÞð1� aðx; tÞÞnu tð Þ on XT

a x; 0ð Þ ¼ a0ðxÞ on X

8>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>:

(32)

For implementation with the controller, the observer PDE in Eq.
(32) can be solved using forward-in-time central-in-space (FTCS)
finite difference methods. Then, using the estimated temperature
state, the tracking control signal in Eq. (25) can be computed by
numerical integration. In this work, first trapezoidal integration is
applied with variable integration limits to reduce the double inte-
gration (also including the N functions) to a single integration.
Then, Simpson’s composite one-third rule is applied [39].

Results and Discussion

In this section, simulation results are presented to demonstrate
the performance of the proposed PDE controller for tracking a ref-
erence distributed temperature trajectory. The associated thermal,
chemical, and material constants for the process model (4) are
extracted from published work [14,28]. A thickness of 5 mm is
considered for the composite laminate.

Nominal Performance of the Feedback Control Scheme. We
first note that while the control law derivations allow for any fea-
sible distributed temperature trajectory (one that satisfies the
underlying PDE and boundary conditions) to be tracked by the
proposed controller, the design of the PDE control law itself does
not consider optimality. Therefore, in this work, we generated an
optimal temperature trajectory using an offline NMPC procedure
[6] which explicitly targets minimizing the spatial cure deviation
and the required energy input. Hard constraints are also included
to limit the spatial temperature gradient and rapid heating of the
laminate. One can also consider such a desired trajectory to be
available from operating experience with the process.

To test the performance of the proposed PDE controller in
tracking the offline generated trajectory, a coarse grid of 11 nodes
and a fine grid of 26 nodes are considered for numerical FTCS
implementations of the observer and process models, respectively.
Also, initial conditions for the observer PDE are set/guessed to be
different from that of the process. Figure 6 shows the temperature
tracking performance for the bottom node and the corresponding
control signal. The figure also shows how the tracking perform-
ance of the proposed controller can be tuned via the free controller
design parameter c. By tuning c from 20 to 35, the controller is
able to track the desired trajectory very closely, albeit at the cost
of more overall control effort as shown in Fig. 6(b).

The feedback control input shown in Fig. 6(b) (that achieves
near perfect tracking with c ¼ 35) corresponds to the reference
temperature profile that is generated offline considering optimality
and constraints as mentioned above. The input is saturated here at

Fig. 6 (a) Temperature profile of the process at node (z 5 l)
(solid line represents actual response with the proposed con-
troller and dashed line is the reference temperature) and (b)
control input
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28.1 mW/cm2 for the first few seconds to overcome overshoots
associated with initial observer state guesses. Then, the control
input increases until it reaches a maximum and eventually starts
to decrease toward a lower steady value as the contribution of the
thermal coupling becomes significant. If a different reference tem-
perature profile is selected, the nature of the control input will
also change.

Figure 7 shows the tracking performance of the proposed con-
troller with c ¼ 35 for the distributed temperature state by consid-
ering more nodal points: top (z¼ 0), middle (z¼ 0.5l), and bottom
(z¼ l). It can be seen that near perfect tracking of the reference
trajectory is achieved within a few seconds. This is achieved de-
spite the inherent temperature gradient that develops as the curing
progresses. The temperature at the center is closer to that of the
bottom boundary because of the dominance of the convective heat
transfer at the top over the conductive transfer in the domain of
the laminate.

Next, we take a closer look at the cumulative gain kernel (26)
in the backstepping PDE controller (25), which was designed by
first transforming the in-domain input problem to an equivalent
bottom boundary input problem. The computed gain kernel
weighs the contribution of the tracking error at each spatial node
differently to generate the required feedback control effort. Spe-
cifically, it can be seen in Fig. 8 that the gain kernel generally
increases in magnitude from the bottom (y¼ 1) to the top (y¼ 0).
This means the PDE controller weighs temperature-tracking errors
near the top more, which is desirable given the energy retaining
effect of the insulated boundary conditions at the bottom as

discussed in Sec. 2.2. It can also been seen in Fig. 8 that the gain
kernel takes higher overall magnitudes for larger values of tuning
parameter c.

By closely tracking the offline generated optimal temperature
profiles, it can be seen in Fig. 9 that the proposed PDE controller
achieves very low cure deviation along depth (of less than 8%)
while curing to near complete cure (96%). This is achieved with a
maximum in process temperature gradient of 10 �C (Fig. 7).

Next, the performance of the observer is illustrated in Fig. 10,
which shows the spatial distribution and the evolution of the spa-
tial 2-norm of the observation error plotted on a faster time scale.
The decay rate of the observer error can be controlled with the
free design parameter g in the observer. Here, the initial tempera-
ture state error is tuned to stabilize quickly in about 15 s.

Finally, a comment is in order regarding the computational bur-
den of the proposed approach for real-time implementation. The
infinite-dimensional observer (PDE system) and controller can be
approximated with the (FTCS) finite difference approximation
and (trapezoidal, Simpson [39]) numerical integration similar to
what we adopted for the simulation results above. The maximum
sampling/discretization time needed for numerical stability is 0.54
s (for the nodal spatial discretization of the observer PDE) as can
be estimated from the well-known condition for diffusion PDE’s:
(ndt=dx2 � 0:5) [40]. Given this constraint, we evaluated the com-
putation time needed for the MATLAB implementation of our pro-
posed control scheme for closed-loop simulations on a modern
laptop personal computer (with a Windows 8 operating system run-
ning multiple applications). For a selected sampling time of 0.05 s,
the observer and controller computations always finish in much less

Fig. 7 Nodal temperature distribution of the process (solid line
represents actual response with the proposed controller and
dashed line is the reference temperature)

Fig. 8 Control gain kernel Nð1;yÞ for different values of c

Fig. 9 Nodal controlled cure level distribution via the pro-
posed controller
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than 0.01 s. Therefore, on a dedicated modern or future control
hardware and real-time operating system, we expect that the pro-
posed approach is quite feasible for real-time implementation.

Modified Implementation: Feedforward 1 Feedback. As
shown above, the nominal performance of proposed feedback
controller can indeed be improved by tuning the controller and
observer with free parameters c and g. However, in practice, with
the presence of noise in the surface temperature measurement, the
control signal computed with high-gain settings is corrupted by
the noise. For such practical considerations, the control structure
can be modified from the pure feedback form to a combined feed-
back plus feedforward form. The feedforward control input can be
determined in the process of optimal reference temperature gener-
ation with suitable model-based offline optimization schemes
(e.g., see Ref. [6] for such a scheme in an autoclave curing

application). This feedforward control input would represent the
average control input and the feedback PDE controller can be
redesigned to overcome the steady-state error in the presence of
noise, parameter variations, and related disturbances.

The performance of the augmented feedback plus feedforward
controller is tested in the presence of measurement noise and pro-
cess parameters that differ from the assumptions in the control
design. A zero mean Gaussian noise with covariance

ffiffiffi
2
p

is added
on the measured surface temperature. The process parameters are
altered as follows: activation energy E reduced by 10%, and reac-
tion orders m and n changed from 0.7 and 1.3 to 0.85 and 1.15,
respectively. The process parameters are changed abruptly at
time¼ 174 s. The simulation results for the same nodal points
considered above are plotted in Fig. 11. The augmented control
signal along with the feedforward component is plotted in Fig. 12.

It can be seen from Fig. 11 that the feedforward control input
alone is not tracking the desired temperature trajectory well in the
presence of process disturbances. However, with the added feed-
back term, the augmented control is able to track the desired tra-
jectory closely despite the disturbances. From Fig. 12, it can be
seen that the augmented input signal of feedback plus feedforward
is closer to that of the offline optimized feedforward input before
the parametric disturbances are introduced, at which point the
augmented input changes as the feedback component responds to
the disturbances.

We note that in the presence of measurement noise, the calcu-
lated input signal could still be quite noisy (including propagated
computational noise) and may need to be filtered to match the
practical bandwidth of the UV source/actuator (including its low
level control electronics). In the above results, augmented control
is filtered with a first-order low pass filter with a bandwidth of

Fig. 10 Convergence of observer error (a) spatial distribution and (b) spatial 2-norm

Fig. 11 Nodal temperature distribution of the process with
feedforward, and feedback plus feedforward control in the pres-
ence of measurement noise

Fig. 12 Control input: feedforward and feedforward plus feed-
back (filtered)

Journal of Dynamic Systems, Measurement, and Control OCTOBER 2015, Vol. 137 / 101010-9

Downloaded From: http://dynamicsystems.asmedigitalcollection.asme.org/ on 08/16/2015 Terms of Use: http://www.asme.org/about-asme/terms-of-use



10 Hz before it is applied to the process model. This filter could
be considered to model the UV source dynamics, which has been
ignored during the controller development.

Conclusion

This paper proposed a PDE-based process control system for
radiative UV curing of thick film resins considering the in-domain
attenuation of UV with depth. First, the coupling of the cure con-
version with the thermal dynamics is illustrated considering the
effect of choices in the temperature boundary conditions at the
opposite end from the UV exposure. Then, a distributed parameter
(PDE) controller is constructed to track a desired distributed tem-
perature profile with the goal of exploiting the thermal coupling to
compensate for the UV attenuation. The PDE controller is
designed by transforming the original in-domain input NPDE to
an equivalent boundary input linear PDE. This was realized by
developing a transformation map from weak formulations of the
relevant PDEs. Then, backstepping boundary control and observer
designs are derived and transformed back to the original system
via the identified transformation.

The performance of proposed PDE control framework was
tested through simulations of the UV curing process for a 5-mm-
thick laminate. The results showed that the proposed PDE control-
ler is able to closely track the offline generated reference tempera-
ture distribution. Since the PDE controller itself is not an optimal
one, the reference distribution can be generated offline consider-
ing optimality, i.e., minimization of cure level deviation across
the laminate while maintaining minimal temperature gradients. In
the presence of measurement noise and parametric disturbances, it
was suggested that the proposed PDE feedback controller be aug-
mented with an offline generated feedforward part to allow use of
high-gain feedback for good tracking, with reduced susceptibility
of the computed control signal to propagated noise.

Finally, the authors remark that other investigations could be
pursued to exploit the transformations derived in this paper. In
particular, after transforming similar in-domain input problems to
the boundary input problem, other boundary control designs, such
as the boundary predictive control design described in Ref. [41]
could be tested and compared with the backstepping approach.
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