Abstract—Dispersive materials play an important role in a wide variety of applications (e.g., waveguides, antenna structures, integrated circuits, bioelectromagnetic applications). In this paper, a full-wave finite-element method (FEM-SPICE) technique for modeling dispersive materials is proposed. A finite-element formulation employing Whitney elements capable of analyzing electromagnetic geometries with dispersive media is described, and a Norton equivalent network is developed for each element. The overall network can be analyzed using a circuit simulator based on SPICE, and is suitable for both frequency- and time-domain analysis. This approach exploits the flexibility of finite-element mesh generation and computational efficiency of modern circuit simulators. Simple test configurations are analyzed to validate the proposed formulation.
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I. INTRODUCTION

THE ABILITY to analyze electromagnetic problems that include frequency-dispersive materials is increasingly important as these materials are found in a growing number of applications. Biological tissue is an important class of dispersive media and is involved in studies of dosimetry to assess human exposure to radio-frequency (RF) and microwave (MW) radiation, in therapeutic applications of electromagnetic (EM) fields such as treating hyperthermia, and in several diagnostic applications of EM fields to detect the possible presence of tumors [1], [2]. Another class of dispersive media is represented by the dielectric materials used in integrated circuits (ICs), antenna structures, and waveguides [3]–[5]. In particular, when analyzing digital signal propagation at very high data rates, accurate modeling of the dispersion is of paramount importance.

In recent years, the analysis of field propagation in structures containing frequency-dispersive media has been mainly performed using the finite-difference time-domain (FDTD) method [6]–[9]. Although the standard FDTD method is not well suited for modeling curved surfaces or complex configurations with significant variations in scale, it is the most widely used time-domain numerical method largely due to the simplicity of the solution algorithm.

The Whitney-element time-domain (WETD) method has been recently extended to model dispersive materials [10]–[12]. The WETD method is an implicit method suitable for the analysis of complex configurations. WETD is characterized by its superior mesh flexibility, but it is more time-consuming on a per-element basis than FDTD.

In the past decade, significant progress has been made in the development of numerical tools suitable for analyzing field-circuit coupled problems [13]–[26]. This class of problems is relevant to the design of electrical/electronic devices and in electromagnetic compatibility (EMC) applications. In particular, several circuit-oriented techniques based on the finite-element method (FEM) have been developed [20]–[26]. These techniques combine the flexible mesh generation and analysis capabilities of FEM methods for solving full-wave EM equations, with the fast solution capabilities of optimized circuit solvers. The main advantage of circuit-oriented FEM is the capability to exploit the ability of SPICE-like simulators to model linear/nonlinear components embedded in distributed EM geometries.

The aim of this paper is to extend the circuit-oriented FEM formulation proposed in [25] and improved in [26], to account for frequency-dispersive media. In the proposed approach, a Norton equivalent network corresponding to the field domain is derived from the edge element solution of the vector wave equation for dispersive media. Each edge of the FEM mesh is modeled as a port of an electrical network, which is coupled with other ports (i.e., edges) through the equivalent admittance matrix. Circuit components embedded in the field domain can be directly introduced in the equivalent electrical network, and the resulting network can be readily analyzed in either the time or frequency domain using a SPICE circuit simulator.

In Section II, a Whitney element formulation for frequency-dispersive materials characterized by Debye function expansion is proposed, and the derivation of the corresponding Norton equivalent network is discussed. In Section III, this formulation is extended to account for media characterized by multiple relaxation processes and a multiterm Debye model is developed [8], [27]. Numerical examples are provided in Section IV to validate the proposed formulation, and conclusions are drawn in Section V.
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II. MATHEMATICAL FORMULATION

A. Electric Field Wave Equation for Dispersive Media

Electromagnetic fields in the frequency domain can be described by Maxwell’s curl equations

\[ \nabla \times \mathbf{E} = -j\omega \mu \mathbf{H} \] (1a)

\[ \nabla \times \mathbf{H} = j\omega \sigma \mathbf{D} + j\omega \mathbf{J}_s \] (1b)

where \( \mathbf{E} \) and \( \mathbf{H} \) are the time-harmonic electric and magnetic field vectors, respectively, \( \mathbf{J}_s \) is the current density of an impressed source, \( \mathbf{D} \) is the electric flux density, \( \omega \) is the angular frequency, and \( \mu \) is the permeability of the medium.

The constitutive relation for a medium characterized by a frequency-dependent permittivity is

\[ \mathbf{D} = \varepsilon_0 \varepsilon(\omega) \mathbf{E} \] (2)

where \( \varepsilon_0 \) is the permittivity of free space and \( \varepsilon(\omega) \) is the complex relative permittivity given by

\[ \varepsilon(\omega) = \varepsilon_\infty - j\sigma(\omega)/\omega\varepsilon_0 + \chi(\omega) \] (3)

where \( \varepsilon_\infty \) and \( \sigma(\omega) \) are the frequency-dependent relative permittivity and conductivity, respectively, \( \varepsilon_\infty \) is the permittivity as \( \omega \rightarrow \infty \), \( \sigma_0 \) is the conductivity as \( \omega \rightarrow 0 \), and \( \chi(\omega) \) is the electric susceptibility. For a medium with a Debye dispersion \( \varepsilon(\omega) \approx \varepsilon_\infty \) with \( \sigma(\omega) = \sigma_0 / \omega \varepsilon_0 \) and \( \chi(\omega) = \chi_\infty \), \( \sigma_0 \) is the medium-specific static conductivity and \( \chi_\infty \) is the medium-specific static susceptibility.

The electric field vector \( \mathbf{E} \) is locally approximated by the Whitney 1-form [10], [28]

\[ \mathbf{E} = \sum_{k=1}^{n} w_k(r) e_k \] (7)

where \( r \) is the position vector, \( n \) is the number of element edges in a given element \( \Omega^{(e)} \), \( w_k(r) \) is the vector trial function associated with the \( k \)th edge, and \( e_k \) is the circulation of the electric field along the \( k \)th edge defined as

\[ e_k = \int_{\lambda_k} \mathbf{E} \cdot \hat{t}_k ds \] (8)

where \( \hat{t}_k \) is the \( k \)th edge tangent unit vector and \( \lambda_k \) is the \( k \)th edge length. Substituting (7) into (6), and assuming \( \mathbf{u} = w_k \), with \( k = 1, 2, \ldots, n \), the following local equation system is obtained:

\[ \int_{\Omega^{(e)}} \nabla \times (\mathbf{u} \cdot (\nabla \times \mathbf{E})) - \int_{\Omega^{(e)}} j\omega \sigma_0 \mathbf{u} \cdot \mathbf{E} d\Omega \]

\[ + \int_{\Gamma^{(e)}} j\omega \varepsilon_\infty \mathbf{u} \cdot \mathbf{E} - \int_{\Gamma^{(e)}} j\omega \varepsilon_\infty \mathbf{u} \cdot \mathbf{E} d\Omega \]

\[ + \int_{\Omega^{(e)}} \mathbf{u} \cdot \mathbf{J}_s d\Omega - \int_{\Gamma^{(e)}} \frac{1}{j\omega \mu} (\mathbf{u} \times \nabla \times \mathbf{E}) \cdot \hat{n} d\Gamma = 0 \] (6)

where \( \mathbf{u} \) is the vector weighting function and \( \hat{n} \) is the outward unit vector normal to the boundary \( \Gamma \). For simplicity, the contribution of the boundary integral is not taken into account here. The implementation of different boundary conditions is described in [28].

Equation (6) can be solved by applying the FEM using Whitney elements. The computational domain is discretized into \( N_T \) arbitrarily shaped finite elements \( \Omega^{(e)} \) so that \( \Omega = \sum_{e=1}^{N_T} \Omega^{(e)} \) with \( e = 1, N_T \). The mesh is defined by \( N_N \) nodes and \( N_E \) edges. The exterior boundary integral is negligible for the present applications.

The assembly procedure for the local system of (9) yields the global system

\[ [S_\omega] \{e\} + [T_\omega] \{e\} + j\omega [T_x] \{e\} + j\omega [T_x(\omega)] \{e\} = -[I_s] \] (11)

where \( \{e\} = e_1 e_2 \cdots e_{N_E} \) is the global vector of the electric field circulations, and \( [I_s] \) is the global source current vector.
vector obtained by assembling the local vectors \( [f_s^{(e)}] \) (i.e., \( [I_s] = \sum_e [I_s^{(e)}] \)), \( [S_p] \), \( [T_p] \), \( [T_r] \), and \( [T_m(\omega)] \) are the global matrices obtained by assembling the local elemental matrices as

\[
[S_p] = \sum_e \frac{1}{\mu(e)} [S^{(e)}] \tag{12a}
\]

\[
[T_p] = \sum_e \sigma_0^{(e)} [T^{(e)}] \tag{12b}
\]

\[
[T_r] = \sum_e \varepsilon_0 \varepsilon^{(e)} \sigma_0^{(e)} [T^{(e)}] \tag{12c}
\]

\[
[T_m(\omega)] = \sum_e \varepsilon_0 \chi^{(e)}(\omega) [T^{(e)}] \tag{12d}
\]

where the symbol \( \sum_e \) refers to the assembling operator.

The global system (11) can be rewritten in compact form as

\[
[Y_{\text{WE}}(\omega)][e] = -[I_{\text{ps}}] \tag{13}
\]

where \( [Y_{\text{WE}}(\omega)] \) is a nonsingular sparse symmetric square matrix, whose coefficients are given by

\[
Y_{\text{WE},i,j}(\omega) = \frac{S_{p,i,j}}{j\omega} + T_{\sigma,i,j} + j\omega T_{\varepsilon,i,j} + j\omega T_{Y_{i,j}}(\omega). \tag{14}
\]

C. Equivalent Circuit Network of Field Solution

Mathematically, the system (13) is similar to multiport network equations based on admittance matrix representations. Any multiport active network consisting of \( N_P \) ports [see Fig. 2(a)] can be represented by a series of Norton equivalent circuits. As an example, a portion of the equivalent circuit is shown in Fig. 2(b). The multiport equations in terms of the admittance matrix are obtained by applying Kirchhoff’s current law to the ports as

\[
[Y_{\text{MN}}][V] = -[I_{\text{ps}}] \tag{15}
\]

where \( [V] = [V_1, V_2, \ldots, V_{N_P}]^T \) is the port voltage vector and \( [Y_{\text{MN}}] \) is the multiport network admittance matrix [29]. The diagonal coefficient \( Y_{\text{MN},i,i} \) is given by

\[
Y_{\text{MN},i,i} = Y_{0k} + \sum_{i=1}^{N_p} Y_{k,j}, \quad k = 1, \ldots, N_p \tag{16}
\]

where \( Y_{0k} \) is the \( k \)th port-to-ground admittance and \( Y_{k,j} \) the mutual admittance between the \( k \)th and \( i \)th ports. The off-diagonal coefficients \( Y_{\text{MN},i,k} \) are given by

\[
Y_{\text{MN},i,k} = -Y_{i,k}, \quad i \neq k. \tag{17}
\]

Comparing the Whitney element global system (13) and the active multiport network equation (15), the admittances of the Norton equivalent circuits associated with the field equations are given by

\[
Y_{0k} = Y_{\text{WE},i,k}(\omega) - \sum_{i=1}^{N_p} Y_{\text{WE},i,j}(\omega) \tag{18a}
\]

\[
Y_{k,j} = -Y_{\text{WE},i,j}(\omega). \tag{18b}
\]

It is worth noting that only a few admittances are present in the Norton equivalent circuits due to the sparse nature of the Whitney element admittance matrix. Consider, for instance, a 2-D case with triangular finite elements. Since every edge is shared by two elements only, five nonzero coefficients per line are present in \([Y_{\text{WE}}(\omega)]\). Therefore, only five admittances (i.e., one port-to-ground and four port-to-port admittances) are connected to each port in the corresponding Norton equivalent circuit.

D. SPICE-Like Equivalent Circuit

The admittances (18) appearing in the Norton equivalent circuits are frequency-dependent. To model the network with a SPICE-like circuit simulator, RLC models of the network admittances (18) are required. It is worth noting that the coefficients of matrices \([S_p], [T_p], \) and \([T_r] \) in (11) are constant with frequency, while those of matrix \([T_m(\omega)] \) depend on frequency due to the presence of the frequency-dependent electric susceptibility \( \chi(\omega) \) characterizing the dispersive media (see equation (12d)).

With the help of (4) and (14), the mutual admittances (18b) can be rewritten as

\[
Y_{i,j}(\omega) = -\frac{S_{p,i,j}}{j\omega} - T_{\sigma,i,j} - j\omega T_{\varepsilon,i,j} - j\omega \varepsilon_0 \sum_e \frac{\varepsilon_e^{(e)} - \varepsilon_e^{(\infty)}}{1 + j\omega \tau_0^{(e)}} T^{(e)}_{i,j} \tag{19}
\]

![Fig. 2. (a) Multiport network and (b) Norton equivalent circuits corresponding to a portion of the network involving ports i, j, k, and h.](image)
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finite elements containing dispersive materials sharing both $k$th and $j$th edges. If the elements sharing the two edges are characterized by the same electric susceptibility (i.e., $\varepsilon_s \epsilon$, $\varepsilon_\infty \epsilon$, and $\tau_0 \epsilon = \tau_0 \forall \epsilon$), only one $RC$ series branch is nec-
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The equivalent circuit of the $k$th port-to-ground admittance $Y_{0k} (\omega)$ is derived from (18a) in a similar way. Adopting the notation of Fig. 4(b), the parameters of the different parallel branches are given by

\begin{align}
L_{0k} &+ (22a) \left( S_{\mu_{t,k}} + \sum_{i \neq k} S_{\mu_{t,i}} \right)^{-1} \\
\end{align}

III. SPICE-LIKE EQUIVALENT CIRCUIT FOR DISPERSIVE MEDIA DESCRIBED BY MULTITERM DEBYE MODEL

The first-order Debye relation (4) is suitable for modeling media characterized by a single relaxation process. This is often the case for dielectric substrates used in ICs and biological
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Fig. 3. Equivalent circuit of the mutual admittance $Y_{k,i} (\omega)$ between $k$th and $j$th ports: (a) general circuit and (b) simplified circuit in the case of homogeneous dispersive media.

Fig. 4. Equivalent circuit of the port-to-ground admittance $Y_{0k} (\omega)$ at $k$th port: (a) general circuit and (b) simplified circuit in case of homogeneous dispersive media.
tissues when attention is focused on a frequency range of about one decade [3], [7].

In diagnostic and therapeutic medical applications and in studies of possible hazards of EM fields, a more accurate model of the dielectric properties of biological tissues is necessary so as to calculate the internal EM fields resulting from exposure to nonionizing fields. Most tissues do not exhibit single, time-constant relaxation behavior, and multiple relaxation processes might occur in parallel, each with a different relaxation time.

When a broadband frequency response is required, it is necessary to describe the behavior of the electric susceptibility in the whole frequency spectrum accurately. In these cases, the following multiterm Debye model can be adopted:

$$\chi(\omega) = \frac{N_{\text{poles}}}{\sum_{h=1}^{\infty} \varepsilon_{sh} - \varepsilon_{\infty} \tau_h^{\infty}}$$

(24)

where $N_{\text{poles}}$ is the number of poles, $\varepsilon_{sh}$ the $h$th static permittivity, and $\tau_h$ the $h$th relaxation time. For any given number of poles, the optimal values of $\varepsilon_{sh}$ and $\tau_h$ in (24) can be obtained by fitting this response to the measured relative permittivity and conductivity [27].

The Whitney element formulation proposed in Section II-B can be easily extended to accommodate the multiterm Debye model, and the corresponding SPICE-like equivalent circuit is derived in a straightforward manner. In fact, every term of the expansion (24) can be modeled by an RC branch as described in the previous section. In the case of a homogeneous dispersive medium, the equivalent circuits of the admittances $Y_{k,j}(\omega)$ and $Y_{0k}(\omega)$ are shown in Fig. 5.

The multiterm Debye function expansion is suitable for modeling the dielectric behavior of most physical materials. Moreover, because of the causal nature of physical materials, the real and imaginary parts of the permittivity are related to each other via the Kramers–Kronig relation [4], and a simplified fitting procedure can be used to approximate empirical complex permittivity [27].

IV. NUMERICAL RESULTS

The formulation presented here was validated by modeling three simple geometries. The first geometry is the rectangular printed circuit board (PCB) structure shown in Fig. 6. The structure is composed of two metal planes and a dielectric substrate. The size of the planes was 20 mm $\times$ 10 mm. They were modeled as perfect electric conductors (PECs). The dielectric substrate between the two planes had a thickness of 0.5 mm. The fringing field was neglected and the four side walls of the board were modeled as perfect magnetic conductors (PMCs). The dielectric material was named mat1. The first-order Debye model parameters of mat1 are shown in Table I and the relative permittivity and conductivity versus frequency are shown in Fig. 7. The board was excited by an ideal current source located near the corner, 2 and 2.5 mm from the edges, as shown in Fig. 6.

The FEM matrix was calculated for this structure and the matrix equation was solved directly to obtain the real and imaginary parts of the input impedance shown in Fig. 8 by small crosses. The corresponding SPICE circuit was then generated from the FEM matrix and the problem was simulated using HSPICE [30]. The result of the HSPICE circuit simulation is indicated by the solid curve in Fig. 8. The figure shows the results from 100 MHz to 100 GHz. The dielectric property of the material changes significantly from 2 to 20 GHz and many resonant peaks occur at frequencies above 50 GHz. In this example, the values of all the capacitors were on the order of $10^{-20}$, while the inductor values were on the order of $10^{-5}$. To improve the numerical accuracy of the simulation, all the capacitance values and source currents were increased by a factor of $10^2$, and the inductances and resistances were decreased by a factor of $10^3$, yielding the same output voltage.

Fig. 9 shows the geometry of another PCB structure. In this example, the planes have the same size as the planes in the first example. The dielectric substrate, however, is composed of two equal-sized pieces touching each other. One of them is mat1, the other is mat2, which is lossless and has a constant permittivity, as indicated in Table I. The current source is located in the mat2 part of the board.

<table>
<thead>
<tr>
<th>Material type</th>
<th>$\sigma_0$ (mS/m)</th>
<th>$\varepsilon_r$</th>
<th>$\varepsilon_\infty$</th>
<th>$\tau_0$ (ps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>mat1</td>
<td>0</td>
<td>22.670</td>
<td>11.098</td>
<td>32.34</td>
</tr>
<tr>
<td>mat2</td>
<td>0</td>
<td>4.500</td>
<td>4.500</td>
<td>0</td>
</tr>
<tr>
<td>mat3</td>
<td>2.531</td>
<td>4.504</td>
<td>4.420</td>
<td>46.37</td>
</tr>
</tbody>
</table>
Fig. 7. Relative permittivity and conductivity versus frequency for a Debye material mat1.

Fig. 8. Input impedance of the first PCB.

Fig. 9. Geometry of the PCB with two materials.

Fig. 10. Input impedance of the PCB with two materials.

Fig. 11. Geometry of the parallel plate transmission line. (a) Top view. (b) Side view.

The calculated input impedance of the second structure is shown in Fig. 10. The results of the two methods match very well from 100 MHz to 100 GHz. For a better view of the peaks, the figure also shows the results from 50 to 80 GHz with the y-axis of the real part changed to log scale.

The third example is a parallel plate transmission line with a lossy dielectric and lumped-element terminations (see Fig. 11). The dimensions of the plates are 71.36 mm × 19.08 mm. The thickness of the dielectric between the plates is 1.05 mm. The dielectric material is mat3 as defined in Table I. A 50-Ω source is located near one end of the line and a 50-Ω load resistor is located 63.4 mm away near the other end of the line.

Fig. 12 shows the real and imaginary parts of the voltage calculated at the source port from 500 MHz to 5 GHz, where the dielectric constant varies the most with frequency. It is worth noting that when incorporating lumped components, the values of these components in the SPICE circuit are related to the size...
of the FEM mesh. In some cases, this can result in unrealistic component values.

Finally, a time-domain simulation of the parallel plate transmission line structure shown in Fig. 11 was performed. The current source waveform was a decaying sinusoid at a frequency of 1 GHz with a peak value of 1 A. The wave had a time delay of 1 ns and a damping factor of $2 \times 10^9$. The source waveform expression was

$$i(t) = e^{-(1-t)} \sin(2\pi(t - 1)), \quad t > 1$$

where the time $t$ is in nanoseconds. The parallel-plate transmission line was terminated at port 2 by a 12-Ω characteristic impedance.

The voltage waveforms at the source and load are shown in Fig. 13 by dashed and solid lines, respectively. As expected, the voltage at the load is a delayed copy of the voltage at the source.

V. CONCLUSION

A circuit-oriented FEM formulation has been proposed that supports the modeling of frequency-dispersive materials. This approach generates Norton equivalent circuits based on the finite-element formulation in the field domain. The paper describes how first-order Debye materials are characterized by RC series branches and how this approach can be extended to model more complicated materials. Three sample structures were analyzed using this technique. The examples demonstrate that this approach is capable of modeling structures with mixed dispersive materials. The proposed FEM-SPICE method is a potentially powerful tool for analyzing field-circuit coupled problems due to its ability to exploit the advanced capabilities of SPICE-like simulators for modeling linear/nonlinear components embedded in distributed EM geometries.
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