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for Moving Sensor Networks
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Abstract— This brief addresses the blanket coverage problem,
in which it is desired to cover a long region by moving the blanket
within the boundaries representing the main region. To this
purpose, a group of autonomous mobile sensors are deployed
aiming at maximizing the sensing performance. The blanket
coverage area, which is considered to be a region with changing
boundaries, is directed to move along the boundaries of the
region. Throughout this process, the agents adapt to the varying
coverage area by imposing the dynamics of the boundaries on
their respective control law. The presented control law ensures
that the agents move toward the centroid of their respective
Voronoi cell while taking into account the effect of the moving
boundaries. The proposed coverage method deploys the agents
within the boundaries of coverage area and ensures the (locally)
optimal partitioning for the moving coverage area. Performance
of the proposed blanket coverage method is examined via
numerical examples that use sections of Ohio river and a border
buffer zone.

Index Terms—Blanket coverage, coverage control, dynamic
boundaries, multi-agent systems.

I. INTRODUCTION

HERE have been advancements on developing techniques

for deployment of a group of agents in a given envi-
ronment to perform assigned distributed tasks [1], [2]. The
core problem can be seen as a workload sharing task to
assign the share of each agent from the total workload. The
underlying optimization problem is NP-hard (nondeterministic
polynomial-time hard) [3], and hence, finding a local minimum
of the cost function is desired. The Voronoi partitions and
Lloyd’s algorithm are proposed as solutions to the coverage
problem [4]. The existing methods in the literature can be
employed to deploy agents in a given and invariant environ-
ment and may not address the case where, for various reasons,
the coverage area changes dynamically.

Coverage control of areas, such as rivers and border buffer
zones, is of great importance due to the environmental and
geological significance of these areas. From the environmental
point of view, rivers can be negatively impacted by various
factors, including human activities, heavy metals, nitrogen,
phosphorus, and acid mine [5], and monitoring of the quality
of the surface water in rivers plays a critical role in conserving
water resources [5], [6]. In addition, continuous access to
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regular information, such as recorded camera footage and
measurement activities from border buffer zones, is required
for surveillance and patrolling purposes [7]. To address the
coverage problem in these areas or similar fields, several
monitoring methods have been introduced, e.g., in [5] and [8]
based on human activities or monitoring stations. However,
the existing methods are not suitable to provide blanket
coverage for real-time monitoring of a long section of such
regions [9]. One reason is that these methods are not devised
for time-varying coverage areas resulted from, e.g., dynamic
boundaries. A coverage control method was recently proposed
in [10] where multiple teams of agents operate, while the
changing boundaries are taken into account in the formulation
of the controller.

Recently, autonomous mobile sensor networks have been
employed for real-time monitoring and data collection in
rivers [11], [12] and other long regions and passages, such
as border buffer zones [13]. In [14] and [15], an autonomous
surface vehicle is used for measuring a range of water quality
properties and greenhouse gas emissions while avoiding obsta-
cles. Various aspects of patrolling and surveillance are studied
in different application domains in [16], where the proposed
methods can handle border patrolling while avoiding obstacles.

In several real-world applications, nonautonomous mobile
sensor networks are employed to monitor long regions and
passages while moving along the boundaries [17], [18].
In [19], a distributed coverage strategy is proposed based on
square-grid blanket coverage for self-deployment of networked
multirobot systems. Different motion coordination schemes
are employed such as the nearest neighbor techniques that
are based on clustering and autonomous coordination among
sensor nodes in local area [20].

In this brief, we develop a new coverage control method
for continuous and potentially long regions and passages. The
objective is to move within boundaries to ensure the optimal
coverage. It is noted that this brief investigates the design of
a high-level controller, and hence, the dynamics of the agents
and the characteristics of the underlying problems like flow
dynamics in case of river-related applications are not taken into
account. The motivation is to develop a generic control design
method from blanket coverage perspective that has a plethora
of applications in various fields. Therefore, depending on the
application domain, the associated factors can be embedded
in the problem formulation as an extension of this paper.
For instance, in flow field applications, the properties of the
flow, such as the velocity and the direction, can be captured.
Therefore, it would be possible to improve reliability and
energy consumption of the deployment algorithm by taking
the low-level dynamics into consideration.
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Throughout this brief, the boundaries of the region are
modeled by two curves indicating the boundaries of the border
buffer zones or rivers. Our objective is to cover the area
by deploying agents that move within the boundaries of the
region and converge to an optimum configuration within their
respective coverage area. Therefore, the agents would be able
to change (expand or compress) their area according to their
missions, e.g., more accurate monitoring of certain parts of the
region. The speed of the (moving) blanket coverage region and
that of the boundaries determines the collective speed of the
agents within their region. Two virtual guidance points are
introduced to control the dynamics of the moving coverage
region. The imposed dynamics on the guidance points affect
the boundaries of the associated moving coverage region that
in turn changes the dynamics of the agents. These guidance
points are located in the rear and front areas of the moving
region and determine the boundaries of the group of agents
while moving along the main region. As an immediate use of
these points, one can assign different dynamics to these points
to compress or expand the coverage area.

The major contributions of this brief can be summarized as
follows:

1) providing a locally optimum coverage while taking into

account the boundary dynamics;

2) providing blanket coverage by moving the coverage
region within the boundaries via imposing dynamics on
the guidance points;

3) providing coverage control for long regions and
passages;

4) changing the coverage area, if necessary, by expanding
or compressing the covered region.

The remainder of this brief is structured as follows.
Definitions and the problem statement are provided for the
blanket coverage control for a long region in Section II.
Section III introduces a new approach for optimal Voronoi
partitioning and controller design for blanket coverage control.
Section IV presents the numerical simulation results to illus-
trate the optimal coverage for the underlying blanket coverage
problem.

A. Notations

We use N, R, and R to, respectively, denote the sets of
natural, real, and nonnegative real numbers. Throughout this
brief, I, denotes r x r identity matrix. We define Q as a
polytope in R? and let 2 = {Q, Q, ..., Q} be a partition
of Q as a collection of ¢ closed subsets with disjoint interiors.
The boundary of Q is denoted by Q. Moreover, the so-called
importance (or priority) function is denoted by ¢ where ¢ :
Q — Ry represents the likelihood of an event occurring over
the space Q. The function ¢ is assumed to be measurable
and absolutely continuous. The Euclidean distance function is
denoted by || - ||, and |Q| represents the Lebesgue measure of
the convex subset Q. The vector set P = (p1, p2,..., pu) 18
the location of n agents.

II. UNDERLYING OPTIMIZATION PROBLEM

In the coverage control literature, the locational cost func-
tion is defined as a measure of the sensing performance.
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In this brief, we present a modified version of the locational
function that is suitable for the proposed coverage method
for n number of agents belonging to P, which is the set
of all agents. Assuming that the ith agent is assigned to
the region W;, the objective is to minimize the sensing cost
function by finding the optimal locations of the agents and
their assigned regions JV; whose union is Q. In the coverage
framework, it is desired to keep the sensing performance
as high as possible, while the region associated with agent
is changing due to the changing boundaries of the main
region. The sensing performance is evaluated as a function
of distance from the agent, which needs to be maximized.
To this end, we define a sensing cost f(|lg — pill), where
q € Q. The minimization of the sensing cost translates to the
maximization of the sensing performance. In this context, the
density function is set to be constant to represent the uniform
coverage, and all the agents are assigned over the moving
space along the given area. A dynamic partitioning approach
is introduced in this brief to address coverage problems in long
regions, such as passages and rivers, where the agents need
to move along the boundaries of the blanket to perform the
desired coverage task.

A. Voronoi Partitions

The main objective of this brief is to adopt a dynamic cov-
erage approach within the agents deployment and partitioning
framework. To achieve this, we need to define an optimization
problem that accounts for the changing boundaries of the
associated region in a way that it ensures the optimal coverage
for a group of moving agents. This optimization problem
should consider the individual cost functions defined within
the dynamic boundaries of the region associated with all the
agents. We first define the collective position of the group
of agents through the centroid / as a function of the agents
position, i.e., I = g(p1, p2, ..., pn). The dependence of / on
the position of the agents is discussed later. Next, we partition
the changing polytope Q into a set of Voronoi cells V;(P) =
{Vi, Va, ..., V,,} generated by the agents (p1, p2,..., pn) as

Vim=1{q€Qlllg—pul <lg—pll,r=1,...,n,r #m}
(D

where p, denotes the location of mth agent for m €
{1,...,n}.

Depending on the position of the agents, they might require
a different set of data, i.e., their neighbors’ position, to be
maintained. Some agents share boundaries only with other
agents, while the agents on the boundaries of the region are
neighbors not only with other agents but they may also share
edges with the polytope Q. In general, the edges associated
with each agent 0V,, are either an edge shared with other
agents or edges shared with the dynamic region of the group
of agents depending on the position of the agent. An edge that
is shared with the neighboring agent f is shown by 0V, r.
The edges associated with the agents on the boundaries that are
shared with the main polytope Q, the boundaries of the rear
and front lines confining the region are represented by oV 5,
oVE, and 6VR, respectively. Also, 6VIB and 8V23 indicate

m> m>
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Fig. 1. Illustrative example of the Voronoi partitioning in the blanket coverage
of a long region, where the boundaries and their associated normal vectors
for the Voronoi cell V;, are shown for the edges shared with fth agent,
in addition to the edge av,}f shared with the main region Q.

the fixed boundaries of the region shown by smooth splines
forming the main region that can be a corridor, river, or a
passage. Fig. 1 shows the boundaries and their normal vectors
for Voronoi cell V,,. We recall the basic characteristics of the
Voronoi partitions, including their associated mass, centroid,
and polar moment of inertia defined as [21]

My, =/V p(q)dq, Cy, = q v(q)dq

M Vin Vin

T = / lq — pull?o(@)dq. ®)

m

The collective centroid of the agents that is a function of their
positions is defined as

Z&:l M Vm p m
Y
Zm:] Mvm
As described earlier, the centroid / is a representative of

the collective position of the agents in the blanket that is
needed for the computation of the dynamic boundaries of the

region Q.

= 3)

B. Formulation of the Local Optimization Problem

The deployment task in the proposed blanket coverage
framework can be addressed by solving an optimization
problem over the polytope Q, where the agents position
in the region needs to be optimized in the sense of the
associated sensing function. Hence, the following cost
function is considered:

G(P, 2) = /

Qr
n
+ Z/ lg — pmll*p(q)dg
m=1" Qn

4 / I — prlPo(@)da @
Qr

lg — prlI*0(q)dq

where G is the collective cost function associated with
the sensing performance of the agents in the set P. Also,
pr and ppg represent the front and rear guidance points,
respectively. The sensing cost is considered as f (|lg — pm ) =
lg — pmll> for the mth agent. The solution to (4) gives a

local minimum to the deployment problem where agents are
considered as the members of a collaborating team sweeping
through the region. We define a set of polygons as 2 =
{Q, @, ..., Q}, with disjoint interiors, whose union is Q.

Remark 1: 1t is proven that among different partitioning
schemes, the Voronoi partitions are optimum in the sense of
minimizing the defined cost function (4) [21], [22]. Hence, for
a given set of agents with position P € Q and a partition 2
of Q, we have

GP,V(P) =G(P, 2) ®)

which implies that the Voronoi cells represent the optimum
partitioning of the area associated with dynamic region of the
agents.

We first need to define the dynamic boundaries of the
region Q. For this purpose, two virtual points /g and [p
called guidance points are assigned in the rear and front of
the group of agents, respectively. The locations of these points
are assumed to be on the trajectory representing the mean of
the fixed side boundaries of the main region that is obtained
by oV = [(@V{ + aVF)/2]. In other words, these points
always have the same distance from the fixed boundaries. The
lines representing the dynamic boundaries of the region that
confine the coverage area are described by

(M-)T(q - ”T”) =0, geaV 6)

whe_:re i € {F, R} and the normal vector N; associated with
oV} is obtained by

_ pi—l

Ipi =117
Equation (6) represents the line drawn between the nucleus
of the team of agents and the guidance points (Pr and Pr).
As described earlier, the line is changing due to the varying
position of the nucleus and guidance points that is translated
to dynamic boundaries.

@)

i

III. OPTIMAL VORONOI PARTITIONING
AND CONTROLLER DESIGN

The dynamics on the guidance points dictate the speed and
direction in which the sensing coverage is carried out on
the given area. The next step is to obtain (locally optimum)
location of the agents. The derivative of the cost function (4)
associated with n agents is

oG 0
9 ( / la — prlPo(q)da
OPm oPm \J qx

n
+2 [ e = pPo@d
r=1"

+/ g — pF||2<o(q)dq), m=1,...,n.
Qr
8)

The solution to this optimization problem differs from that to
the conventional sensing cost functions due to the previously
defined dependence of the edges of the agents shared with
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the boundaries on imposed dynamics of the guidance points.
The derivative with respect to the coordinate of agent p,, is
obtained as

oG /
— = —|| — pul*0(q)d
o v,,,ﬁmq pmll"0(q)dq
ooV,
+(Z/ ||q—pr||2¢(q>a—’/\/rdq
r=1 aVr pm

+/ lg -
ovF

ooV R
+ [Van—panfp(q)a Nqu) ©)

m

where oVF = 9Q NaQr and VR = 5Q N aQg. It can be
inferred from the proposed partitioning that the boundaries of
the Voronoi cell V, are either directly or indirectly dependent
on p,. The direct dependence is obviously resulted from
the definition of the Voronoi cells (1). We note that V,, and
the Voronoi cells in its neighborhood are directly dependent
on p,,. The indirect dependence can be seen in the shared
boundaries with the guidance agents, where they share at least
one edge with the guidance agents (or contribute at least one
edge to the boundary of the group of agents).

Remark 2: The integral on each boundary shared with
the neighboring agents is identical for agents on both
sides except that the normals will have the opposite signs,
ie., N,y = —Nym. Hence, we have

o8V,
Z/ la = o (a)— "L N, dg
f€.7: avm,/ Pm
——Z/ lg — prlPo(g) pf”’medq (10)
feF Vfm mn

where N7, is the normal vector associated with the edge
OVim, and F ={f|pr € Np,,} with Aj,,, representing the set
of agents that share boundaries with agent p,,. According to
Remark 2, the terms associated with shared boundaries with
other neighboring agents will cancel out, and we have

0g 0
— =/ ——llg—pml*0o(q)dq
OPm Vi OPm

+ Z /nq—prnqo(q

r=1,ie{F,R}

+/ la—prlPo@)°
ovF

VR
NRdC]

m

5 00
+ lg—prl“o(q) (11)
ovR 0

where n;, is the number of agents sharing edges with 0Qr
and 0Qg. Next, to calculate the derivative terms appearing
because of the dependence of the shared edges with dynamic

boundaries on the nucleus, the chain rule can be applied as
follows:

ooV
9pm

al doV!
Opm ol

(12)
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where using (3) and (12), we obtain

(’;‘p% (I/QQD(CI)CICI)) (Zpr/ qo(q)dq) (13)
% (/ <o(q)dq)12+ z/

ie{F,R}
n
ooV,
= (/ qo(q)dq) h+>. (/ w(q)a—r/\frdq) P -
m r=1 oV, Pm

The last term can be discussed in two groups of edges: the
ones shared with neighboring agents and the shared edges with
dynamic boundaries. It should be noted that only the Voronoi
cells associated with the agent located at p,, and its neighbors
are dependent on p,,. From (14) and using the chain rule, we
obtain

ooV
p(@)—;Nidq i

(14)

o ([ rees) /. T
9(q)dq ) I + !
Opm ze{;R}
np
- D (/ o(@)2 ’Nqu)prT
r=1ie(F,Ry \/V;
00V,
=(/ <o(q)dq)12+ > (/ 0(@)- qu)
Y Pretpm 2} OV
(15)

The effect of the moving boundaries with respect to the
variation of the centroid of the group of agents is shown by
the following notations:

My, [¢() V! Ndg (16)

Z Myy,

r=1,ie{F,R}

Maq = a7

and the changing boundary of the interior agents due to the
agents dynamics is represented by

ooV,
May, = (18)
ov,
Using these notations results in the followmg:
o = | M2t > Mup
Pm PreE{Pm >7\[Pm }
~1
np
x [ Mo+ Magl" = > M, p! (19)

r=1,ie{F,R)}

The partial derivative of (6) with respect to / is obtained as
oN; pi+1 aavi 1\ .
— - = =0 20
ol (q > )\ )Y 20)

oN:  NiW)T -
ol lpi—1l

where

21
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Substituting (21) into (20), we have
oovi  NiWN)T — D (p,-+l
ar lpi —1I 2

1 .
—q)+§Ni, g eav,.
(22)

Because of the following equality that holds for the variation
of the boundary edge 0V, with respect to the variation of the
nucleus /:

ooV! oov!
— LN, = N; 23
o Vi o Vi (23)
the derivative (9) can be rewritten as
0g 0 )
7 _ d
. / ap pmll“p(q)dg
ooV!
. / g = prPo@)—— 22 N
opm 0l
r=1,ie{F,R}
) vF
+ [ la-pelPo@ s —Nrdg
ovFE 0 m

(24)

+/ lg —
oVR

Substituting (22) into (24) and using (23), we have

oG
OPm
al
=-2/ (g — psmp(q)dg + 5
Vin m
np
N(N)T — I
X z (1”11_7”/ ) llg — Pr||2€0(6])
r=1,ie{F,R} pi v,
Pi +l 1 2
X —qldg+=N;i | g —pl70o(g)dg
2 27" Jovi
TN T— pi+1
+ 2 ( T / Na=pilPo@)|=5——4) dq
ic[F.R) Pi oV

1
+§Ni/ ,||q—pi||2¢(q>dq)).
oV

Further simplification of (25) using equations of mass and
centroid (2) results in

(25)

oG
OPm
+ | My, > + Z Moy, p,
PrE{Pm>Npw }

x | Mg+ Mql" —

Z Mgy, p/

r=1,ie{F,R}
np
N(N)T — I
x > (1”11_7”/ g = prlPo(@)
r=1,ie{F,R} pi ovy

pi +1 1
x ( 12 —q) dq+§/\6/ g — prliPp(q)dg
avi

NM)T = I
Il — pill

p

/ g = pilPo(@)
i€{F,R) av

i+1 1
x (pT“]) dq+§/\fi/ ,||q—pz-||2<o(q)dq) :
ov!
(26)

As the agents move, the change in their position affects the
collective centroid / and the boundaries 0Q accordingly. This
represents the expected sensitivity of the boundaries of the
region Q on the position of p,,. The integral on the boundaries
of Q is calculated once for all the agents at each time step
and is applied to obtain the derivative of the cost function
associated with different agents.

A. Computation of the Voronoi Cells

The Voronoi cells associated with each agent may require
a different set of information to be computed on line.
As described before, the agents with edges shared only with
other agents are able to compute the Voronoi cell by com-
municating with the neighboring agents within their group.
However, the agents with edges shared with the boundaries 6 O
need the position of the collective centroid of the group,
as well as the position of the guidance points pr and pr
that are known a priori. We can implement two alternative
communication algorithms; first, it is assumed that all agents
communicate with each other meaning that each agent has the
location of the other agents. Even though this is not an efficient
approach, it can be applied for a small number of agents that
are in a relatively close neighborhood of other agents due to
the nature of the coverage problems in long narrow regions.
These assumptions are realistic due to the fact that the width
of the coverage area is limited by the boundaries of the region
and the length of the area can be controlled by the relative
distance of pr and pg.

In an alternative and more efficient communication
approach, a greedy algorithm that provides the required data
flow within the team and between the so-called leaders of
different teams has been proposed in our recent work [22].
To ensure the required data flow, the position of the collective
centroid of the group of agents is communicated. This can be
implemented when there is a large number of agents covering
a large area in some special cases.

B. Controller Design

A gradient decent-based control law is proposed here to
ensure the optimal coverage in the sense of minimizing
the sensing cost function at each time step. The following
dynamics are imposed on each agent:

. K 0g
= U = —
Pm m My, 3Pm
K,
= M 2]uVm(CVm Pm)—rm), m=1,...,n
My,
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where K, is a positive scalar and

Ym
= My, 2+ D Moy,p]
Pr€{Pm>Npp }
np -1
x Mo+ Mogl™ = D My, p]
r=1,ic{F,R}
np T
NWN)' — I
X Z (lHll—in/ [Ilq—Prllzw(Q)
r=1,ie{F,R)} pi vy

Di +l 1
y (T - q) da+ 500 [ o= o
avi

+ / lg — pil*e(q)
z Il — pill ovi l

ie{F,R}
pi +1 1
2 _g)dg + =N
X ( ) C[) q + ) i

)
X/W,Ilq ril“e(q)dq

By dividing K, by the varying term 2My, , the control input is
normalized to distribute the effect of both 2My,, (Cv,, — pm)
and y,, in the controller design. While the first term drives
the agent toward its centroid, the second term is associ-
ated with the changing boundaries of the coverage area Q.
In other words, the above control law ensures that the agents
are confined within the given dynamic boundaries of Q.
It should be noted that throughout this brief, the partitions of
regions associated with each agent are assumed to be convex
or near convex due to the smoothness of the splines defining
the boundaries of the river and border regions.

Remark 3: When the centroid of near convex regions falls
outside the coverage region, the agents move toward the
centroid and each agent finally converges to the closest point
to the centroid in its associated coverage area.

Remark 3 follows the same line as in [23], where the
nonconvexity in coverage problems is addressed by providing
near optimal solutions. Due to the smoothness of the bound-
aries, the proposed framework of this brief is also expected
to provide near optimum configurations. As discussed earlier,
the guidance points are required to move along the trajectory
representing the mean of the boundaries of the coverage
region. This ensures that the blanket area remains inside
the main coverage region that is imposed by the defined
trajectory 0V of the guidance points. Hence, the following
dynamics are imposed on the guidance points:

(Ni M) - D

(28)

Pr = Kr(0V* — Pg), Pr=Kpr(@V*—Pr) (29)

where Kr and Kg are positive scalars. Due to the dynamics
of the boundaries of the moving blanket coverage area, the
imposed dynamics on the guidance points and the agents
have to ensure the convergence to the optimal configuration
from the coverage perspective. To this end, the agents need
to have faster dynamics than the dynamics imposed on the
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guidance points that change the boundaries and hence move
the region Q along the main region. This is due to the fact
that agents should be able to converge to their local optima
as the coverage area changes, via the imposed dynamics on
the guidance points. This prevents the agents falling behind
the changing coverage area and enables them to provide a
locally optimum coverage. Regardless of the chosen dynamics,
after converging to the first optimal configuration, the next
convergence to new optimal configurations is expected to
be faster. It is mainly because each optimal configuration is
considered as the initial condition for the next configuration
associated with the new Q, and hence, the location of the
agents is near optimal at each time step associated with the
guidance points.

C. Convergence of the Proposed Controller

As described before, the proposed controller provides opti-
mal coverage within the blanket coverage framework by
driving the agents to their local optima. The dynamics of the
boundaries of the coverage region are taken into account in the
proposed control law. It should be noted that throughout this
brief, it is assumed that the agents move at faster dynamics
than the blankets. This is to ensure that agents can move to
their optimal configuration, while blanket is sliding through the
boundaries of the region. Given the aforementioned assump-
tions and to show the convergence of the agents to their
collective local optimum, the following lemma is provided.

Lemma 1: The agents converge to a local minimum to
maximize the sensing performance by imposing the proposed
control law given in (27). That is

lim || = 2My,, (1)(Cv,, (1) = pu(@) + 7 (D) =0 (30)

for Vm € {1,...,n}.

Proof: The asymptotic behavior cannot be proven by
invoking standard invariant set theorems for time-varying sys-
tems. We hence use Barbalat’s lemma to prove the asymptotic
convergence of the system when the agents traverse to their
local optimum. To this aim, the following Lyapunov-like
function associated with each agent is defined:

vV =¢. 31D
The derivative of this function is obtained as
n T
. OPm oG
V= —_— —_—. 32
z ( ot ) OPm 32)

m=1

Substituting (26) and (27) into (32), we obtain

)

m=1

Kﬂ’l
2My,

T
( - 2Mvm (CVm - pm) + Vm)

S ( —2My, (Cy,, — pm) + Vm)- (33)

Since My, and K,, are positive scalars, it can be concluded
that the derivative (32) is nonpositive, 1% < 0. Due to the
positivity of the cost function G, it is also concluded that the
Lyapunov-like function (31) is nonincreasing and hence lower
bounded. As shown in [24], V(1) is uniformly bounded that
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Fig. 2.
buffer zone. Dashed lines: traversed trajectory by agents.

o 0 20 a0 40 S0 60 700 00
Time (s)

Fig. 3. Control input associated with one of the agents while performing the
blanket coverage task.

results in the uniform continuity of V (z). Next, since V(r)
is bounded and due to the continuity of V(z), it is proven
by Barbalat’s lemma that lim;_, o V = 0, and hence, (30) is
obtained. [ |

IV. SIMULATION RESULTS AND DISCUSSION

The proposed blanket coverage method of this brief is
evaluated using numerical examples that investigate its capa-
bility in providing an optimal coverage in rivers. As the first
example, a section of a border area is chosen to deploy a group
of monitoring agents along the buffer zone. Five agents are
deployed to move along the buffer zone and gather the required
information while maintaining the desired optimum coverage
at each portion of the border area. As shown in Fig. 2, the
agents converge to a final configuration as the coverage area
moves along the defined trajectory for the guidance points. The
control input associated with one of the agents in this example
is shown in Fig. 3. As observed, at each iteration (blanket),
there is a jump in the control signal due to the moving blanket;
it is then decreased as agents approach their optimal positions
for each blanket area before it moves to the next position. The
same pattern is repeated throughout the deployment as agents
and the blanket move through the boundaries of the region.
The agents dynamics are imposed by choosing K, = 0.25,
and also, in this case, Kr = Kr = 0.18 that allows for a
uniform coverage throughout the region. Fig. 4 shows the
coverage cost for the moving blanket throughout the border
buffer zone. The coverage cost for each blanket converges to

Initial (left) and final (right) configurations for a group of five agents maintaining the desired coverage throughout the illustrated section of a border

— Coverage Cost of 4" agent
— — Converged Cost of 4™ agent

Sensing Coverage Cost

) 10 a0 w00 40 50 60 70 e
Time (s)

Fig. 4. Coverage cost and final converged cost at each blanket area for one
of the agents while moving through the buffer zone.

a final value, and the process is repeated as blanket moves
through the buffer zone. As observed, the coverage cost is
optimized at each blanket area leading to optimal coverage
that is illustrated by the converged coverage cost. The cost
also converges to a final value as blanket moves toward the
endpoint.

To evaluate the proposed approach on a different example,
a section of Ohio river is used for the coverage purpose, as
shown in Fig. 5. The river is located on the border line of
the states of Illinois and Kentucky and is considered to be a
wildlife preserve. The given section of the river that is located
in a hard-to-access area is chosen to deploy the agents to
perform the assigned monitoring task. The results indicate that
the agents are capable of moving within the boundaries of
the river. The presented results are obtained for K,, = 0.82
and we also assign Kg = Kr = 0.31. As mentioned before,
this approach allows for either expanding or compressing the
covered area through changing the relative distance of the
guidance points. This can be seen in Fig. 6, where the results
are shown for both cases. Due to the nature of the coverage
task, it is very likely that a portion of the river requires a
more accurate monitoring. The proposed approach provides a
flexible tool by assigning a smaller or larger area to each agent
to achieve a stronger or more moderate sensory coverage,
respectively. The dynamics on the guidance points are imposed
by Kr =0.26 and Kr = 0.16 and Kz = 0.22 and Kr = 0.33
for the compression and expansion examples, respectively.
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Fig. 6.
Dashed lines: paths of the agents.

V. CONCLUSION

To cope with the complexity of the coverage problems in
real-world applications, a blanket coverage approach for long
regions, such as rivers and border buffer zones, is presented in
this brief. The proposed approach ensures the local optimum
coverage over the blankets leading to the partitioning of the
dynamic region by dividing it into multiple subregions associ-
ated with multiple deployed agents. This is beneficial to handle
tasks where it is required to cover long regions, such as rivers
or border buffer zones. Therefore, as the blanket coverage
area moves within the boundaries of the environment, the
agents provide optimal coverage for each dynamic region. The
developed method also allows for compressing or expanding
the blanket coverage area. This is particularly useful when
it is required to gather more accurate data in a section of the
region, or when a larger area needs to be covered at a different
section. In essence, the proposed control law provides the
means to monitor long regions and can guarantee the optimum
coverage.
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