CHAPTER 4

GRAPH DEVELOPMENT

The objective of this thesis is to classify blood vessels of a retinal image as arteries and veins. The previous section discusses segmenting/isolating all blood vessels from the retinal image, resulting in a binary image where high intensity value stands for blood vessels and low intensity value for background. This section discusses artery/vein classification of blood vessels in the binary image obtained from the previous section. Fig 4.1 outlines our approach to blood vessel classification.




Fig. 4.1 Block diagram of chapter description

The objective of the graph approach is to break down the continuous vessel network into discontinuous segments and represent each segment as a node in the graph. The steps involved in graph development include pre-processing, thinning, paint-filling, post-processing and graph formation. Most of these steps are based on common image processing operations that are described in detail in classic computer vision textbooks. For example thinning is explained in pages 57-61 in [18]. Figure 4.2 gives a block diagram of the graph development method. The section that follows discusses each step of graph development in detail.

















Fig 4.2 Block diagram of graph development.

Thinning

The purpose of thinning is to reduce the many-pixel wide blood vessel network in the hand-labeled image into a single-pixel wide network. The single-pixel wide network is easy to work with when compared to a many-pixel wide network, as the branch points and endpoints can be easily identified. The branch points and endpoints help in breaking down the continuous network into a number of discontinuous vessel segments.

Figure 4.3 gives the flowchart of our thinning algorithm. The thinning algorithm works by re-labeling a foreground pixel as background if the pixel satisfies the following conditions,

1. There should be exactly one foreground label to background label transition when traversing the 8 neighboring pixels in clock-wise direction (i.e. white to black transition).

2. The above foreground pixel must have between 3 and 7 foreground -labeled neighbors out of the eight bordering pixels (i.e. 3 to 7 white pixel neighbors).












Fig. 4.3 Flowchart of thinning algorithm.

This re-labeling is done repeatedly until the entire blood vessel network becomes single-pixel wide. The resulting thinned binary image represents the skeleton of the hand-labeled image. The thinning algorithm is effective in almost all cases. The few exceptions where it did not work are explained in the next section.

Pre-processing

The purpose of pre-processing is to take care of those places of the image where thinning was not efficient. The thinning algorithm fails at certain places in the image where the blood vessel pixels appear in a certain pattern. These pixel patterns in the hand-labeled image have to be treated properly to eliminate defects and obtain better thinning. The thinned image is intended to represent the skeleton of the hand-labeled image. 

The two pixel patterns that needed pre-processing are cavity pixel and projecting pixel orientations. A background pixel is called a cavity pixel if it is surrounded by more than four foreground pixels i.e. a black pixel surrounded by more than four white pixels. A foreground pixel is called a projecting pixel if it is surrounded by more than four background pixels i.e. a white pixel surrounded by more than four black pixels. Therefore a cavity pixel has to be relabeled a foreground label and the projecting pixel has to be relabeled a background label. The image sections in Figure 4.4 show such pixel orientations. Pre-processing eliminates some defects of the thinning algorithm but not all. The defects that still exist are addressed by post-processing. 
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(a) Cavity pixel

 (b) Cavity pixel
         (c)Projecting pixel

Fig. 4.4 Magnified sections of hand-labeled image showing cavity pixels and projecting pixels.

Segmentation 

The purpose of segmentation is to break down the continuous one-pixel wide blood vessel network in to discrete blood vessel segments. Each discrete segment would have two endpoints. Segmentation is done by re-labeling every branch point of the single-pixel wide network as background. Thereby the continuous blood vessel network becomes discontinuous.

  The following pixel definitions would be relevant in a single-pixel wide blood vessel network. A foreground pixel is called a branch pixel if the number of foreground to background transitions while traversing its bordering pixels is greater than three. This means that this pixel forms a link between one blood vessel segment and another touching it. An endpoint pixel is a foreground pixel for which the number of foreground to background transitions while traversing its bordering pixels is exactly one. A foreground pixel that is neither a branch nor an endpoint is called an intermediate pixel.

The identification of branch point pixels in the single-pixel wide blood vessel is done by counting the foreground to background transitions as explained in the definitions above. There are some cases where the branch point pixels cannot be identified. These cases are handled by post-processing.

Post-processing

The purpose of post-processing is to enable better segmentation. In this process the branch point pixels that cannot be detected by segmentation are identified and relabeled as background. Post-processing helps in obtaining a completely segmented image with discrete blood vessel segments. The most prominent pixel orientations to which post-processing was applied are the diagonal pixel (Y-pixel condition), 2 x 2 blocks and 2 x 3 blocks condition. These pixels orientations are shown in Figures 4.5 and 4.7. All the identified branch point pixels are relabeled as background. The Figures 4.6 and 4.8 indicate how these special cases are treated. This manipulation is very important to our approach since the success of segmentation affects how well blood vessels in the retinal image can be represented as a graph. 
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               Fig. 4.5 Magnified sections of thinned image showing the Y-pixel orientation
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Fig. 4.6 Magnified sections of thinned image showing elimination of Y-pixels shown in Figure 4.5
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Fig. 4.7 Magnified sections of thinned image showing 2x2 and 2x3 block pixel orientation
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Fig. 4.8 Magnified sections of thinned image showing elimination of 2x3 and 3x3 blocks shown in Figure 4.7 

Paintfilling

The purpose of paintfilling is to assign a distinct label to all pixels in a discrete vessel segment. It creates a multi-label image from a single-label segmented retinal image obtained from the previous step. Each label in the multi-label image represents a separate vessel segment. Flowchart of the paintfill algorithm is presented in Figure 4.9. 













Fig. 4.9 Flowchart of paintfill algorithm

The algorithm proceeds by assigning labels to the segments starting from the image origin (top left corner). The starting value of label is 254 and going down the image, decreasing the label value by one, every time a new vessel segment is encountered. The blood vessel pixels in each segment are assigned an intensity value equal to the label of that segment. After this process, the segmented image contains a uniform background and discontinuous foregrounds each having a different label. This forms the basis of our approach, as each foreground segment is independent and any image processing operation can be done on it without affecting the other segments. Eventually it brings the image closer to the graph approach that would soon follow. 
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Fig. 4.10 Thinned version of paintfilled image. The numbers in blocks are the segment ID’s. Only one fourth of the segment ID’s are shown for clarity.

Each blood vessel segment can now be identified by its label, also known as segment ID. Figure 4.10 shows a thinned and segmented form of retinal image. For the sake of presentation only a quarter of the segment IDs are shown. The paintfill algorithm works very well in all retinal images.
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Fig. 4.11 Paintfilled image where vessels are grown back to original widths. The numbers in blocks are the segment ID’s.

Feature extraction

The purpose of feature extraction is to record the properties of each of the blood vessel segments. The properties that were studied are,

1. Blood vessel width: The foreground segments in the paintfilled image are grown back to original size by super-imposing the paintfilled image on the hand-labeled image. This is done primarily to record the width of each individual vessel segment. Figure 4.11 shows an example retinal image in which the blood vessels have been grown back to original width from the thinned image shown in Figure 4.10. The width of each vessel segment is calculated in the following manner. An absolute width is calculated for every pixel belonging to a particular vessel segment. This is done by looking in a 5 x 5 window around that pixel in both the thinned image and grown-back to size image. The ratio of two counts gives the absolute width for that pixel of a particular segment ID. An average of absolute widths of all pixels of the same segment ID would give the width of the vessel segment of that particular segment ID.

2. Orientation: The orientation is the measure of how a vessel orients itself at each endpoint. It is calculated at each endpoint of a particular segment ID.

3. Color intensity: The average RGB color intensity of each segment ID is calculated by adding each of the R,G,B intensities of the corresponding pixels in the original retinal image.

Graph formation

The purpose of graph formation is to represent blood vessels in the retinal image as a graph. There are certain vessel segments that have only one pixel. These can never be identified as endpoints by our method as the number of foreground to background transitions technique fails here. These single-pixel segments are eliminated. Also there are some vessel segments that are very small (have less than seven pixels). Graph forming requires a minimum number of pixels to be present in a vessel segment as properties of small segments are suspect, so these small segments are also eliminated. 

Each vessel segment or segment ID would be represented by two nodes in the graph. These nodes are always connected. A link between two nodes in the graph means a physical connection between the vessel segments at the corresponding endpoints. As has been mentioned earlier an endpoint pixel of a vessel segment is the blood vessel pixel of that particular segment ID that has exactly one foreground to background transition while traversing the eight bordering pixels.

The links at each endpoint of a particular segment ID are established by looking for other segment IDs in a window around this endpoint in the thinned image. The graph formation step converts the hand labeled retinal image into a complete graph with all features that can be exploited for classification. Figures 4.11 and 4.12 show graphs derived from retinal images. 

Evaluation

The graph can be evaluated by visual inspection. It is compared with a hand-labeled graph obtained from the hand-labeled retinal image. The hand-labeled graph is created manually by following the steps described in this chapter. The graph development algorithm works very well in certain parts of the image. It sometimes fails at places where there are more than four blood vessel segments in a junction. There is also scope for future work in this evaluation for devising a method to compare the machine-generated graph produced by our algorithm and the hand-generated graph. 
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Fig 4.12 a) sample retinal image [image: image15.png]



Fig. 4.12 b)Graph representation of retinal image in figure 4.12a). Numbers in blocks are segment ID’s and lines are the links at respective segment junctions.
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Fig. 4.13 a) sample retinal image [image: image17.png]



Fig. 4.13 b) Graph representation of retinal image in figure 4.13a). Numbers in blocks are segment ID’s and lines are the links at respective segment junctions.




TRINARY SEGMENTATION


( arteries and veins identified )





BI-DIRECTIONAL GRAPH


(vessels are nodes


vessel junctions are links)








BINARY SEGMENTATION


( vessels identified )

















Chapter 5





Chapter 6





HAND LABELED IMAGE








PRE-PROCESSING








THINNING








POST-PROCESSING








SEGMENTING








PAINTFILLING








FEATURE EXTRACTION








GRAPH FORMATION





LABELED GRAPH








For  any pixel P located  at 


row =  r  and  column = c in the image


Calculate,


count   =  ( number of  vessel  to  


                background transitions while


                traversing through the eight 


                connecting pixels of P(r,c) )





Increment pixel location





no





Is there at least one pixel in the image, P(r,c) which has count =1 ?





yes





no





Does P(r,c) have 3-7 adjoining vessel pixels and   pixels to its top, bottom, left and right are background ?





yes





Quit





Relabel P(r,c) as background pixel





Set Label = 254





Label = Label –1





Scan pixels in image along the rows and relabel the first vessel pixel encountered at row = ro , column = co  as


P(ro,co) = Label





yes





Set pixel location as zero





no





Is   r*c equal to ROWS*COLS?





For pixel location  (r, c)


Is P(r,c) adjoining P(ro,co) ?





no





Increment pixel location





yes





P(r,c) = Label








PAGE  
49

_1047300050.doc
[image: image1.png]






