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ABSTRACT

In this dissertation, we present a novel approach to workcell design for enhanced per-

formance of industrial robot manipulators, in which the workcell features a specially in-

tegrated sensor network. In contrast to traditional robot workcells, in which the role of

environmental sensors (if present at all) is relatively inflexible and tightly focused on a spe-

cific task, the sensor network performs real-time dynamic sensing of the entire workcell.

The system is designed to make use of ”off the shelf” components, and to integrate with

the existing industrial robot controller, in order to allow the manipulator to perform more

dynamic operations in a less structured workcell. Details of the novel sensor networked

workcell and experiments with an industrial robot are presented in this work. Based on this

experimental platform, we conducted research in the following three aspects:

1. Visual sensing for robotics has been around for decades, but our understanding of a

timing model remains crude. By timing model, we refer to the delays (processing lag

and motion lag) between “reality” (when a part is sensed), through data processing

(the processing of image data to determine part position and orientation), through

control (the computation and initiation of robot motion), through “arrival” (when

the robot reaches the commanded goal). In this work we introduce a timing model

where sensing and control operate asynchronously. We apply this model to a robotic

workcell consisting of a St
�
aubli RX-130 industrial robot manipulator, a network of

six cameras for sensing, and an off-the-shelf Adept MV-19 controller. We present

experiments to demonstrate how the model can be applied.

2. Allowing dynamic motions for payloads within a workcell is a fundamentally novel

idea for practical industrial robots. The ability to handle payloads moving in semi-

structured ways would significantly increase the potential markets for industrial robotics.

In this paper, we propose a generic theory to model the dynamic intercept and manip-
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ulation capability of vision based industrial robot systems. In order to verify the the-

ory, we present experiments using our industrial workcell prototype to dynamically

intercept and manipulate semi-randomly moving objects. We conduct experiments

over 1000 runs with two different kinds of dynamic tasks, “scoop” and “trap.” The

experimental results validate our theory.

3. When we describe dynamic manipulation above, we focus on the dynamic properties

of the objects. In the last part of this work, we add another variability to the dynamic

manipulation by using a flexible end effector.

Key words: camera network, industrial robots, workcell, timing model,

dynamic manipulation
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Chapter 1

Introduction

Industrial manipulators are increasingly being applied across a wide range of applications.

A typical approach, for a given application, is to design a workcell around the manipulator,

in a way that matches the capabilities of the robot to the needs of the task. The workcell may

feature specialized simple sensors (for example contact sensors to signal events requiring

new actions of the manipulators and/or surrounding peripherals) [1]. In some cases, more

”general” sensors such as cameras may be used to recognize the location of type of items

to be manipulated. This mode has proven effective in a number of applications including

the electronics and automobile industries.

However, the above approach is in fact quite restrictive, severely limiting the number

and type of applications accessible to robot manipulators today. In essence, today’s robot

manipulators ”succeed” because their environments are carefully engineered to present

them with carefully structured and regulated environments. Many applications which po-

tential customers of the robotics industry would like automated remain inaccessible due to

the inability to ”engineer out” uncertainties and imperfections in the process, such as wires

and textiles. Robot industry professionals would like a more effective way to integrate

sensors into robot workcells to allow the accomplishment of more unstructured tasks.
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Recent advances in the merging of sensors with manipulator systems, such as those

suggested for visual servoing [2], offer promise for improving the effectiveness of robot

workcells. However, the issue of sensing, in real-time, unexpected or hard-to-model en-

vironmental effects (such as those found in manipulating flexible objects) remains a key

problem. We are investigating a novel solution to this problem. The key component of the

system is a network of cameras embedded in the workcell which can provide the contin-

uous visual guidance to the robot. Using this camera network, the manipulator can react

in real-time to dynamic effects in the workspace, potentially opening up a significant new

range of applications for industrial robots.

In the mechatronics lab at Clemson University, we have constructed a prototype to

research the viability of this ”many-eyed” workcell. In chapter 2, we describe solutions to

the problems of camera network placement, multi-video stream processing, calibration, and

difference imaging. We also present how to adapt a conventional industrial robot controller

to react to real-time external sensory data, in translation and orientation.

Visual sensing for robotics has been around for decades, but our understanding of a

timing model remains crude. In general, visual sensing robot systems have several delays.

Here we refer to the delays (processing lag and motion lag) between “reality” (when a

part is sensed), through data processing (the processing of image data to determine part

position and orientation), through control (the computation and initiation of robot motion),

through “arrival” (when the robot reaches the commanded goal). Compensating for the

delays has been a key problem that many researchers produced many different solutions

[10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20]. However, they all just provided a method to

accomplish a specific task for their specific system. Basically, they are not generalizable.

Therefore, in chapter 3 we introduce a timing model for the system where the camera

is used to provide the desired or reference position to the internal robot controller. We

also applied this timing model to our prototype and let the manipulator intercept constant

velocity moving objects.
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While we use interception of constant velocity moving objects to validate our generic

timing model, the goal of our research is actually aiming towards dynamic manipulation

of more generally moving objects. The idea of dynamic manipulation has been around

for decades. There are quite a few researchers who have developed the basic models and

conducted experiments to investigate the potential for automating tasks, such as throwing,

hitting, tapping , toppling, etc [26, 27, 28, 29, 30, 31, 33, 20, 19, 34]. However, as far

as we know, allowing dynamic motions for payloads within a workcell is a fundamentally

novel idea for practical industrial robots. The ability to handle payloads moving in semi-

structured ways would significantly increase the potential markets for industrial robotics.

Therefore, in chapter 4, we propose a generic theory to model the dynamic intercept and

manipulation capability of vision based industrial robot systems. In order to verify the

theory, we present experiments using our industrial workcell prototype to dynamically in-

tercept and manipulate semi-randomly moving objects. We conduct experiments over 1000

runs with two different kinds of dynamic tasks, “scoop” and “trap.”

Finally we concluded this dissertation in chapter 6.



Chapter 2

The System Architecture of Workcell

and Robot Motion Planning

2.1 Camera Networked Workcell

Conventional industrial manipulation makes limited use of machine vision. A common im-

plementation places a camera on the chassis of a robot near its end-effector. This placement

allows close-up sensing of objects under manipulation. Another common implementation

places a camera overlooking a pick-and-place position. This placement allows sensing to

help initiate or relinquish a grasp, with the assumption that the motion in-between does not

need observation. Such is the case, for instance, if the grasp is firm, the object is rigid, and

nothing else is in the path of the transport.

We are building an advanced machine vision system for a modern industrial robot.

The key idea is to use a network of cameras to continuously observe the entire workcell.

By observing the entire manipulation, the network will provide feedback to adjust grasps,

paths, and goal points. For instance, parts delivered on a hanging chain might be grasped in

the presence of unpredictable sway. If a person or unexpected object entered the workcell,

the robot might be halted. If a part was to be affixed during a heat-change process, the
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location might be adjusted to compensate for shrinkage. Most importantly, all of these

scenarios might be enacted using the same hardware configuration.

2.1.1 Robot

For this work, we chose a six-axis Staubli RX-130 industrial robot manipulator. The Staubli

is an ideal choice since it is a relatively high speed and high precision robot, featuring a

conventional robot controller. The group at Clemson have established a close working

relationship with Staubli (whose U.S. headquarters are located in nearby Duncan, S.C.) in

the past few years. To allow the results of the research to be applicable to conventional

industrial robots, we elected to utilize the standard controller for the robot and ”build on

top” of the existing platform. Details of the additional features added to allow the robot to

respond to interrupts from the sensor network are detailed in section 3.

2.1.2 Camera placement

We desire a camera network that can observe the entire workcell simultaneously. The

natural configuration to satisfy this goal places the cameras on the boundary of the work-

cell, looking towards the robot. The boundary of a typical workcell is the revolution of a

paraboloid. As an approximation, we constructed a cube surrounding the workcell. The

cube is
���������	���

cm wide and
�	
��

cm tall, extending 50 cm beyond the horizontal extent

of the workcell and 100 cm beyond the vertical extent of the workcell. This configuration

allows a deeper vertical perspective, while somewhat limiting the required floorspace.

Thicker industrial framing (
����

cm) on the four vertical edges supports thinner indus-

trial framing (
��������

cm) on the four top edges of the cube. Two additional struts of the

same size are mounted on top of the cube and can be slid back and forth (see Figure 2.1).

Two sides of the top are anchored to nearby walls. A single Hirose cable carries power,

video, and a syncing signal to each camera, and is embedded in the framing. Each camera
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Figure 2.1: Workcell configuration.

weighs 140 grams, and does not significantly flex the structure. This configuration is rigid

in the presence of moderate vibration such as could be expected on a factory floor.

The cameras can be placed on any part of the industrial framing. The mounts slide back

and forth along each struct, so that a camera can be positioned anywhere on the top of the

cube, and anywhere on the four vertical edges of the cube. This leaves the vertical planes

of the workcell open for additional automation equipment, such as conveyors.

Sitting on one side of the workcell is the robot controller, power supplies, and com-

puting hardware necessary to process the video feeds. Figure 2.2 shows a picture of our

prototype.

2.1.3 Processing

Processing video from multiple cameras is inherently parallel. A shared multiprocessor

(SMP) architecture provides an appealing platform for this problem. Preprocessing for the

individual camera streams can be split among processors executing nearly identical code,

while data fusion for a combined result accesses the same memory. At the time of this

writing, 2-way SMPs are commonly manufactured for desktop use, and up to 8-way SMPs
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Figure 2.2: Constructed prototype.

are commonly manufactured for server use. Our prototype uses an 8-way Compaq Proliant

8500R. We have observed near linear speedup on simple processing operations, such as

image differencing (see Section 2.1.5).

Two Imaging Technology PC-RGB framegrabbers are used to capture images from six

Sony XC-75 greyscale CCD cameras. A vertical syncing signal generated internally by one

of the cameras is amplified and distributed to all the cameras. The six images are captured

simultaneously using the trick of wiring each monochrome signal to one of the red, green,

or blue inputs of each of the two framegrabbers.

Two limitations in our prototype are apparent. First, the chosen computer does not have

an AGP bus, so that image display must use the PCI bus. Image display therefore competes

with the throughput of framegrabbing and main memory access for processing. Second,

the cameras and framegrabbers operate at the standard NTSC rate of 30 frames per second.

This introduces a minimum delay of 33 ms between ”reality” and ”reaction”.

In [3], we described an algorithm for computing a real-time occupancy map from mul-

tiple video streams. The prototype demonstrated in that work acheived a throughput of 5
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Hz, creating a 2D map from 4 cameras using a uniprocessor system. Our current work is

focused on extending the algorithm to a 3D map, and expanding the number of cameras

and processors. We are predicting that our prototype described herein will be able to create

an � ��� � ��� � � map of space in the workcell at 30 Hz.

2.1.4 Calibration

Camera calibration is the process of determining a camera’s internal parameters, such as the

focal point and lens distortion, and the external parameters, such as position and orientation.

These parameters model the camera in a reference system in the space being imaged, often

called world coordinates. Once calibrated, a camera’s 2D image coordinates map to 3D

rays in world coordinates.

The standard camera calibration process has two steps. First, a list of 2D image co-

ordinates and their corresponding 3D world coordinates is established. Second, a set of

equations using these correspondences is solved to obtain a camera model.

A calibration target is commonly used to establish correspondences. The target is con-

structed so that its identification in imagery is simplified. The target is placed in the scene

so that its world coordinates are easily measured. Often the calibration target itself defines

the world coordinate system. A common calibration target is a grid. Multi-camera systems

can be calibrated to a common coordinate system by viewing the same grid [6].

Calibrating cameras to observe an entire workcell poses a unique problem. The robot

is permanently mounted in the middle of the workcell, which is ideally where a calibration

target would be placed. There does not seem to be a simple way to acquire a large number

of calibration points by capturing a single image per camera.

To overcome this problem we use the end effector of the robot as the calibration target.

The robot is moved to a number of positions, 64 in our prototype. At each position, the

image-location of the end effector is added to a list of points for each camera. If the end-
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effector is not visible in a view, that point is ignored for that camera. The world coordinates

of each point are taken from the robot controller.

Locating an arbitrary end-effector in an arbitrary image is not trivial. For instance,

painting a target with a bright color is not sufficient. Figure 2.3 shows an example image

from one of the cameras in our prototype. No provisions were taken to clear clutter from the

background. Shrouding the workcell under dark cloth, and using controlled lighting, would

simplify this problem. However, we envision that this configuration would be difficult to

maintain on a common factory floor.

Figure 2.3: Background clutter expected.

To overcome this problem we constructed a blinking light for a calibration target. A

spherical lightbulb was painted blue to reduce surface glare and mounted to the end ef-

fector. A simple circuit alternates power to the lightbulb, turning it on and off at a fixed

rate. Cumulative differencing of the scene robustly locates the image position of the light-

bulb. Figure 2.4 shows an example view of the lightbulb powered on, powered off, and the

cumulative difference image.
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Figure 2.4: Differencing to locate blinking lightbulb calibration target.

After using our methods to establish a set of correspondences, we use the camera model

and non-coplanar solution method introduced by Tsai [4, 7]. We have found it to be robust

for a variety of industrial and commercial cameras and lenses, and a dependable implemen-

tation is publically available [8].

The entire calibration process for our prototype requires only a single start command

from the operator, and completes in approximately 2.5 minutes.

2.1.5 Difference Imaging

Difference imaging is a common image processing operation. It quickly reveals the loca-

tions of objects that have shifted position. Difference imaging in an entire workcell poses

a unique problem. The robot is constantly moving throughout the workcell. Ideally, a

background image for differencing would be acquired while the robot was absent. This is

obviously impractical.

To overcome this problem we create a background image using a collage technique. The

robot is moved to a series of positions which reveal all visible portions of the background

for each camera. At each position, the joint angles of the robot are read from the controller.

Using these angles a model of the robot is constructed, portraying each of the major links

as a cylinder. This model is then used via ray intersection to determine which pixels are

obstructed by the robot, and which pixels see the background. The sequence of partial

images is then combined to produce a single collage background. Figure 2.5 shows an

example for the view depicted in Figure 2.3, created by combining four images.
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The process for creating the collage background images for our prototype requires only

a single start command from the operator, and completes in approximately thirty seconds.

2.2 Robot Motion Planning

The Staubli robot can, in principle, move to any position inside its workspace, just the

”move A” command (where A is an arbitrary point) in the standard controller. The exe-

cution of this command is simple and smooth. However this command requires that the

robot finish a fixed task [5]. The execution of this command cannot be interrupted in the

motion and allow the robot to move to some new position. From point of view of the work

discussed here, the robot will be required to change its trajectory in real time based on the

vision feedback, so we need real time interrupt programming of the Staubli robot. We use

the Alter command (an additional option available as an addition to the existing standard

V+ language) to implement this. The use of the Alter command is summarized below.

Alter ( ) DX, DY, DZ, RX, RY, RZ

When the Alter command is enabled, this instruction will be executed once during each

trajectory circle (every 16 milliseconds). This command makes the robot translate DX, DY,

DZ along the X, Y, Z axes and rotate RX, RY, RZ about the X, Y, Z axes. The parameters

can be set based on the world or tool coordinate system. We choose the world coordinate

system because it is fixed and thus more convenient. The Alter command is called inside a

loop, which runs through each trajectory cycle to let the robot reach the (modified) target

position. In theory this is a simple (and very beneficial) extra feature of the robot controller,

however in practise several modifications had to be made to interrupt the robot effectively

in real time.
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Figure 2.5: Background collage.

2.2.1 Altering Position

To change (end effector) position using the Alter command , we need to set the first three

parameters: DX, DY, DZ. ¿From the above, we note that Alter command only works in

Cartesian space. However generating trajectories in Cartesian space is not desirable be-

cause, for example, parts of the generated trajectory may not lie within the workspace. A

better approach is to generate the trajectory in Joint space. However, as the Alter command

works in Cartesian space, the trajectory generated in the Joint space needs to be converted

to Cartesian space. Thus the following procedure is used:

1. Inverse kinematics is used to obtain the joint angles of the beginning and ending

points.

2. The intermediate joint angles, between these two sets of joint angles, are generated

using the method described in the ”Trajectory generation” section below.

3. The forward kinematics is used to compute the Cartesian coordinates of every point

corresponding to the calculated joint angles.
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4. The deviation in the Cartesian space is the difference between the calculated Carte-

sian coordinates in the present step and the Cartesian coordinates calculated in the previous

step. This deviation is used as the DX, DY, DZ input to the Alter instruction.

Trajectory Generation

The key objective of the trajectory generation procedure is to make the robot start and stop

smoothly. Also, when interrupted, the robot should change trajectory smoothly and move

to the new goal point. The trajectory generation can be divided into three cases, 1) smooth

start, 2) in case of interruption 3) smooth stop. If the robot is not interrupted, the standard

trajectory generation routine operates in case 1 and case 3. When there is interruption from

the sensor network, the trajectory generation switches to a modified version to handle case

2, which makes the robot move to the new goal position smoothly.

case 1: A � initial joint angles. B � initial joint angles. C � goal joint angles.

case 2: A � current joint angles (when interrupted). B � the predicted joint angles

t � tacc � t based on the old trajectory. C � new goal joint angles.

case 3: A � current joint angles. B � goal joint angles. C � goal joint angles.

Formulae for Trajectory Generation�
C � C � B�
B � A � B

when � tacc � t � tacc

h � tacc � t�
tacc

q � ��� �
C tacc

T � � � B  � � � h  h � � � � B ! h � B � � B"
q � � � �

C tacc
T � � � B  �$# ��� � h  � h � � � B !&%tacc�

q �(' � C tacc
T � � � B ) �$# � h  �* ht +acc
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when t , tacc

h � t
T �

q � �
Ch � B"

q �.- C
T ��

q � �
where tacc is a constant and

�
tacc is the time for smooth start and smooth stop. The

smaller tacc is, the faster the robot starts and stops. T % is the time for the motion from the

beginning to the ending point. T % is set based on the distance between these two points to

render the overall velocity constant.

Example

We demonstrate the effectiveness of the above scheme using an example. The initial joint

angles are
�$# �0/1���0/ � �0/32��0/ #54 �0/1
��  . The goal joint angles are

� � # �0/ # ���0/ #64 �0/7�0/ 4 �0/1���  . The

interruption occurs at t � �0�8

seconds. The new goal joint angles are

� ���0/7���0/ 4 ��/ � ���0/ # ����/ � �0�  
(All joint angles are expressed in degrees). The resulting joint trajectories are shown in Fig-

ure 2.6.

2.2.2 Altering Orientation

For real-time alterations of end effector orientation, extra effort is required when using the

Alter command. Euler angles are used to represent orientation for the Staubli industrial

robot. However, the yaw, pitch and roll convention was used in our motion planning, so we

need to transform Euler angles to corresponding yaw, pitch and roll. Having obtained the

initial and goal yaw, pitch and roll, the intermediate yaw, pitch and roll between them are

generated using the method described in the ”Trajectory generation” section above. The

difference between the calculated yaw, pitch and roll in the present step and the yaw, pitch
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Figure 2.6: Interrupted Trajectory.

and roll calculated in the previous step, is used to compute the RX, RY, RZ input to the

Alter command.

The usual definition for yaw, pitch and roll, implies the rotation matrix should be

Rz 9 Ry : Rx ; . However, the Alter command works in the reverse order Rx ; Ry : Rz 9 . Here

Rx ; / Ry : / Rz 9 are the rotation matrix for rotating < around thte X axis, = around the Y axis

and > around the Z axis. Hence, we cannot directly use the deviation of the yaw, pitch and

roll as RX, RY and RZ inputs to the Alter command. A transformation must be done first.

In order to effect the transformation, two additional functions were implemented. Function

#1 transforms Rz 9 Ry : Rx ; to yaw, pitch and roll and Function #2 calculates Rz 9 Ry : Rx ; from

the given yaw, pitch and roll. Therefore we can obtain ?RMi @ (the desired rotation matrix)

from the desired yaw, pitch and roll and ?RMi A % @ (the previous rotation matrix that the Al-

ter command implemented) from the yaw, pitch and roll in the last loop. The following

equation is then satisfied.
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Rx - ; Ry - : Rz - 9 ?RMi A % @ �&?RMi @
Now the problem is to compute

� < / � = / � > given ?RMi A % @ and ?RMi @ , where
� < / � = / � >

are the RX,RY,RZ input to the Alter command.

Rx - ; y - : Rz - 9 �&?RMi @ ?RMi A % @ T
RT

z - 9 RT
y - : RT

x - ; �B?RMi A % @ ? RMi @ T
Rz CDA - 9�E Ry CDA - :FE Rx CDA - ;$E �&?RMi A % @ ?RMi @ T

Finally � � < / � � = / � � > are obtained using function #1.



Chapter 3

Generic Timing Model for Vision Based

Robot Systems

3.1 Motivation

Figure 3.1 shows the classic structure for a visual servoing system [9]. In this structure,

a camera is used in the feedback loop. It provides feedback on the actual position of

something being controlled, for example a robot. This structure can be applied to a variety

of systems, including eye-in-hand systems, part-in-hand systems and mobile robot systems.

In an eye-in-hand system [10, 11, 12, 13, 14], the camera is mounted on the end-effector

of a robot and the control is adjusted to obtain the desired appearance of an object or fea-

ture in the camera. Gangloff [10] developed a visual servoing system for a 6-DOF ma-

nipulator to follow a class of unknown but structured 3-D profiles. Papanikolopoulos [11]

presented algorithms to allow an eye-in-hand manipulator to track unknown-shaped 3-D

objects moving in 2-D space. The object’s trajectory was either a line or an arc. Hashimoto

[12] proposed a visual feedback control strategy for an eye-in-hand manipulator to fol-

low a circular trajectory. Corke [13, 14] presented a visual feedforward controller for an
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Figure 3.2: Vision guided control structure.

eye-in-hand manipulator to fixate on a ping-pong ball thrown across the system’s field of

view.

In a part-in-hand system [15], the camera is fixed in a position to observe a part which

is grasped by a robot. The robot is controlled to move the part to some desired position.

For example, Stavnitzky [15] built a system to let the robot align a metal part with another

fixed part. Since the part is always grasped by the manipulator, we can also say that the

part is something being controlled. Or in the other words, we can say that how the object

appears in the camera is controlled.

In some mobile robot problems [16], the camera is mounted over an environment to

sense the actual position of the mobile robot as feedback to the controller. For example,

Kim [16] built a mobile robot system to play soccer. The camera is fixed over the field and

acts as a feedback position sensor. Here, the camera observes something which is directly

controlled.

All of these systems, regardless of where the camera is mounted, use the camera in the

same control structure. In each case the system regulates how the object appears in the

camera.
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In this work, we consider the problem where the camera is used to provide the desired

or reference position to the internal robot controller. Figure 3.2 shows the structure for

this system. There are several types of problems that fit this kind of system, where the

object of interest cannot be controlled directly. For example, imagine a robot trying to pick

up live chickens, or a robot trying to manipulate parts hanging on a swaying chain con-

veyor. Similar problems have been investigated in some works. Houshangi [17] developed

a robot manipulator system to grasp a moving cylindrical object. The motion of the object

is smooth and can be described by an auto-regressive (AR) model. Allen [18] demonstrated

a PUMA-560 tracking and grasping a moving model train which moved around a circular

railway. Miyazaki [19] built a ping pong robot to accomplish the ping pong task based on

virtual targets. Nakai [20] developed a robot system to play volleyball with human beings.

From the above systems, we notice that the motion of the object was limited to a known

class of trajectories. In this work, we seek to extend this to let the robot follow an unstruc-

tured (completely unknown) trajectory. This will be enabled in part by providing a generic

timing model for this kind of system.

Our timing model considers the problem where image processing and control happen

asynchronously. The task of the robot is to intercept moving objects in real-time under

the constraints of asynchronous vision and control. We are faced with the following three

problems:

1. The maximum possible rate for complex visual sensing and processing is much

slower than the minimum required rate for mechanical control.

2. The time required for visual processing introduces a significant lag between when

the object state in reality is sensed and when the visual understanding of that object

state (e.g. image tracking result) is available. We call this the processing lag.
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work image process-
ing rate (HZ)

control
rate (HZ)

processing
lag (ms)

motion
lag (ms)

Papanikolopoulos et. al.
[11]

10 300 100 –

Hashimoto et. al. [12] 4 1000 – –
Corke and Good [13, 14] 50 70 48 –
Stavnitzky and Capson [15] 30 1000 – –
Kim et. al. [16] 30 30 90 –
Houshangi [17] 5 36 196 –
Allen et. al. [18] 10 50 100 –
Miyazaki et. al. [19] 60 – – –
Nakai et. al. [20] 60 500 – –
this work 23 250 151 130

Table 3.1: Summary of related work

3. The slow rate of update for visual feedback results in larger desired motions between

updates, producing a lag in when the mechanical system completes the desired mo-

tion. We call this the motion lag.

Consider problem #1. A standard closed-loop control algorithm assumes that new data

can be sensed on each iteration of control. Common industrial cameras operate at 30

Hz while common control algorithms can become unstable at rates less than several hun-

dred Hz. Complex image processing tasks, such as segmentation, pose estimation, feature

matching, etc., typically run even slower than 30 Hz, while control problems can require

rates as high as 1K Hz. In general, this gap in rates will not be solved by the trend of in-

creasing computational power (Moore’s Law). As this power increases, so will the amount

of desired visual processing, and so will the complexity of the control problem. In this

work, we propose to address this problem directly by modeling the visual sensing, process-

ing, and control processes as having fundamentally different rates, where the sensing and

processing are at least one order of magnitude slower than the control.

Problem #2 is a consequence of the complexity of the image processing operations.

There is always a lag (processing lag) between reality and when the result from processing
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a measurement of the object state is available. In a high-speed (e.g. 1 KHz) closed-loop

control, this lag can usually be ignored. But as the processing complexity increases, a

non-negligible lag is introduced between when the image was acquired (the object state in

reality) and when the image processing result is available (e.g. estimate of object position).

We incorporate an estimate of the processing lag directly into our timing model.

Problem #3 is also a consequence of the slow rate of visual sensing and processing.

In a high-speed closed-loop control, the motion executed between iterations is expected

to be small enough to be completed during the iteration. The motion lag (time it takes to

complete the motion) is considered negligible. But as the sensing rate slows, the tracked

object moves farther between iterations, requiring the mechanical system (e.g. robot) to

also move farther between iterations. As a consequence, it is possible to have a system that

has not completed the desired set point motion prior to the next iteration of control. We

address this problem by directly incorporating an estimate of the motion lag into our timing

model.

Table 3.1 presents a summary of how previous works have featured and addressed these

three problems. From this table we note that the first two of the three problems have been

addressed to some extent in previous works. However, no work appears to have explicitly

considered problem #3. All of these works neglect the motion time (motion lag) of the

robot. One work [18] noted this problem and used an GH�BI��KJ predictor to compensate

for it instead of explicitly modeling it. None of these works has considered the generic

modeling of this type of system.

Some works synchronized the image processing rate and control frequency for a more

traditional solution. In [10], the frequency of visual sensing, processing and control were

all set to 50 HZ. Basically, the control frequency was synchronized to the image processing

rate for simplicity. Simulation results of high frequency control, i.e. 500 HZ, were also

shown in [10]. Performance of the high frequency controller was, as expected, better than

the low frequency version motivating a more thorough investigation of a generic timing
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model to solve the problem. Corke [14] and Kim [16] presented timing diagrams to de-

scribe the time delay. Based on the timing diagrams, these works tried to use discrete time

models to model the systems. In order to do this, the authors simplify these asynchronous

systems to single-rate systems. It is well known that the discrete time model can only be

applied into single-rate systems or systems where the control rate and the vision sensing

rate are very close. However, from Table 3.1, we notice that most real systems do not

satisfy this condition.

Therefore, in this work we propose a continuous generic timing model to describe asyn-

chronous vision-based control systems. This work is the first to explicitly model the motion

lag of the robot and presents a general timing model for vision-based robotic systems. The

approach is focused on improving real-time trajectory generation based on vision (Figure

3.2) and is independent of the control strategy applied.

The remainder of this chapter is organized as follows. In Section 3.2, we describe our

generic timing model, and then apply this model to an industrial robot testbed that uses a

network of cameras to track objects in its workcell. In Section 3.3, We demonstrate the

importance of the application of our model by using it to derive a “lunge” expression that

lets the robot intercept an object moving in an unknown trajectory.

3.2 Methods

Figure 3.3 illustrates our timing model. From top to bottom, each line shows a component

of the system in process order (e.g. sensing comes before image processing). The horizon-

tal axis represents time. We use this model to quantify the processing lag and motion lag

of the system. The processing lag is the time between reality and when an estimate of the

object state in reality is available. Similarly, the motion lag is the time between when the

control command is issued and when the mechanical system finishes the motion.
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Figure 3.3: Timing model for estimating the lag and latency.

The sensing and control processes operate at fixed intervals
�

s and
�

c, where
�

s L � c

(sensing is slower than control). The time required for all image processing and tracking

operations is designated
�

u. This processing starts when an input buffer is filled with

image data (on a clock or sync signal defined by the sensing line). An input buffer cannot

be filled with new image data until the processing of the previous image data in that buffer

is completed. In Figure 3.3, this is why
�

s � starts on the next sync after the end of
�

u % .
Figure 3.3 depicts the case where

�
u L � s (the processing takes longer than the sens-

ing interval) and when there is only one image buffer. Figure 3.4 depicts the case where two

input buffers are used (commonly called “double buffering”). In this case, a second image

buffer is being filled while the image data in the first buffer is being processed. Double

buffering increases the lag (note the extra time
�

w between the end of
�

s � and the start of�
u � ) but increases the throughput (note the greater number of images processed in Figure

3.4 as compared to Figure 3.3).
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Figure 3.4: Timing model using double buffering for processing image data.
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Figure 3.5: Timing model of using consecutive double buffering.

Figure 3.5 depicts the even more complicated case where double buffering happens

consecutively. For example, a framegrabber can be equipped with enough memory to dou-

ble buffer images on the framegrabber itself as they are digitized. This double buffer can

then feed a second double buffer residing in main (host) memory. Although this again

increases throughput, Figure 3.5 shows how it also increases the lag. Each box indicates

the time spent by an image at each stage. The interval
�

wm is the time an image spends

waiting in host memory for the completion of processing of the previous image. This is

similar to the term
�

w in Figure 3.4. The interval
�

wf is the time an image spends waiting

in the framegrabber for a host buffer to become available. In this case, the image on the

framegrabber is waiting for the host to finish processing the previous image residing in the

buffer needed for transfer of the new image.

In all of these cases, we have assumed that the processing takes longer than the sensing

interval (
�

u L �
s). In the case where

�
u � �

s (the processing is faster than the sensing
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rate), double buffering makes it possible to process every image. In any case, there is

always a minimum lag of
�

s � � u, but depending on the buffering used and the relation

of
�

s to
�

u the lag can be larger.

In order to handle all of these cases, we introduce a synchronous tracking process (line

3 in Figure 3.3) operating at a rate of
�

q. The tracking line takes the most recent result from

the image processing line and updates it for any additional delay (depicted as
�

k) using a

Kalman filter. In general, we desire
�

q M �
u so that tracking is updated approximately as

fast as new results become available. A secondary benefit of the synchronous tracking line

is that it satisfies standard control algorithm requirements that assume synchronous input

data. Without this line, the results from image processing can arrive asynchronously (as in

Figures 3.4 - 3.5).

The fourth and fifth lines in Figure 3.3 represent the control process and completion of

motion. We consider the case where the distance traveled by an object between tracking

updates is larger than a robot could safely or smoothly move during a single iteration of

control. The control is therefore broken up into a series of N sub-motion commands occur-

ring at a rate of
�

c. Additionally, we expect the motion requested by any new iteration of

control to take
�

f time to complete. Figure 3.3 depicts the case where control commands

are cumulative (each new control command is relative to the last commanded goal). In

Section 3.2.1 we describe our prototype, which uses an off-the-shelf Adept controller that

operates in this manner. For this controller, the motion is completed some time
�

f after the

last given control command. It is of course possible to have an open architecture controller

that finishes the motion just prior to the next iteration of control. In this case,
�

f M �
c.

Once values are known for the variables
�

s,
�

u,
�

q,
�

c and
�

f , it is possible to

derive various expressions for controlling a robot to solve specific problems, for example,

to intercept a moving object. In the next section, we describe our prototype workcell and

derivation of the timing variables. In Section 3.3, we derive an expression for implementing

a “lunge” of the robot to intercept an object moving with an a priori unknown trajectory.
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Figure 3.6: Our prototype dynamic workcell.

3.2.1 Prototype

Figure 3.6 shows a picture of our prototype workcell for this project. We use a St
�
aubli

RX130 manipulator with its conventional controller, the Adept Corporation model MV-19.

A network of six cameras surrounds the workcell, placed on a cube of aluminum framing.

The cameras are wired to two imaging technology PC-RGB framegrabbers (A/D video

converters) mounted in a Compaq Proliant 8500 computer. The Compaq has a standard

SMP (system multiprocessor) architecture equipped with eight 550 MHz Intel Pentium

3-Xeon processors. In [22], we detailed the workcell configuration, calibration, image

differencing and real-time robot motion planning. In [23], we presented some tracking

experiments to show that our system can track different kinds of objects using continuous

visual sensing.

Figure 3.7 shows a timing diagram describing the flow of information through the sys-

tem, along with how long each step takes. Some of these estimates were derived analyti-

cally from knowledge of the hardware, while other estimates were derived from measure-
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Figure 3.7: Information flow through system.

ments taken while the system was operating. We will discuss each part in detail in the

following paragraphs.

Figure 3.7 starts with an event that is happening in real time (e.g. an object moves). The

cameras operate at 30 Hz using the standard NTSC format, so that for this system
�

s � ���
ms. The object state in reality that is imaged takes 33 ms to transfer from the camera to

the framegrabber. The six cameras are synchronized on a common clock for the vertical

sync (start of image). Each camera is greyscale, so that three cameras may be wired to the

red, green and blue components of an RGB input on a framegrabber. After 33 ms, all six

images are digitized and residing in framegrabber memory.

The framegrabbers have microcontrollers that can operate as PCI bus masters, initiat-

ing transfers from framegrabber memory to main memory. The Compaq is programmed

to use a ring buffer (with room to hold two sets of six images), to facilitate double buffer-

ing. While one set of six images is being processed, a second set can be transferred from

framegrabber memory to main memory, at the same time. Assuming negligible traffic on

the PCI bus, the time for this transfer can be computed as the total number of image bytes

divided by the bandwidth of the bus: (640
�

480
�

4
�

2 bytes) / (4 bytes
�

33 MHz) =

19 ms, where the bandwidth is the theoretical maximum provided by the 32-bit 33 MHz

PCI standard.
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The image processing portion of our system creates a two-dimensional occupancy map

of the space in a horizontal plane of interest in the workcell, locates the centroid of an object

in this space, and displays the result on-screen [3]. Based upon empirical measurements of

the run-time of the image processing methods on the Compaq, we observed them to take

approximately 30 ms on average each iteration. This time can vary by approximately N � ms

depending upon the content of the images. We discuss the variances of our measurements

in more detail at the end of this section. We also measured that the image display takes 14

ms on average. Therefore, the total processing time
�

u for this system is 19 + 30 + 14 =

63 ms.

The images may wait in buffers before being processed, due to our use of consecutive

double buffering (see Figure 3.5). The waiting time can vary depending on the phasing of�
s and

�
u as shown in Figure 3.7. We noticed that after several iterations, the waiting

time repeats in a pattern. The main memory waiting time
�

wm becomes a constant (39

ms) after 4 iterations. From Figure 3.7, we can observe that the PCI bus transfer always

happens right after image processing finishes. Therefore, the main memory waiting time�
wm equals the display time plus image processing time, minus PCI bus transfer time, i.e.

14 + 14 + 30 - 19 = 39 ms. The framegrabber waiting time
�

wf is repeating in 3 numbers, 5

ms , 16 ms, 27 ms. So we take the average waiting time
�

wf as ( 5 + 16 + 27 ) / 3 = 16 ms.

Thus we can get the total average waiting time
�

w � ��2 � #PO � ���
ms. For our system,

the syncing time
�

k is a variable that we get in real-time. Adding up the appropriate terms

(
�

s � � u � � w � � k), the processing lag for this system is 33 + 63 + 55 +
�

k = (151 +�
k) ms. To unify the terms, we use

�
l to express the computable partial lag time (151 ms).

After synchronization, the state of the object is sent through a 10 Mbit ethernet link

from the Compaq to the Adept. Based on empirical measurements, these operations were

observed to collectively take less than 1 ms. For this system we set
�

q = 40 ms which is

near but slightly under the occupancy map time plus the image display time (30 + 14 ms).
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At this point the Adept (robot) has a new goal. This goal is directly forwarded to the

motor-level controller through the “Alter” command [21]. According to the manufacturer

(Adept), the maximum issue rate for the Alter command is 500 Hz (once every 2 ms), but

through experimentation we observed that this rate could not always be maintained. There-

fore we set
�

c = 4 ms. The precise details of the motor-level controller are proprietary to

Adept Corporation and could not be determined. Therefore we determined
�

f empirically

through repeated measurements of the time it took to complete an Alter command. We

observed that the time vary from 120 to 150 ms, with a commonly occurring median value

of 130 ms. We therefore set
�

f to be 130 ms.

In our model we assume constants for most of the lag terms. Our estimates for all pa-

rameters except for occupancy map computation time, display time, and robot motion lag,

were generated via analysis of models based on known timing constraints, as discussed

above. The remaining three parameters listed above required information not directly avail-

able to us, and were obtained from averages via empirical measurement. It is important to

note that all of these terms have variances, some of them having appreciable size in this

context (more than 1 ms). For the sensing and processing terms, it would be ideal to times-

tamp each image upon acquisition and measure the terms precisely. However, in order to

solve problems involving estimates into the future (for example to plan a catch of an ob-

ject) it is necessary to have averages. Therefore we only note the variances here, and leave

a more thorough understanding of their effect to future work.

In order to validate our estimate of total lag for our system, we conducted a series of ex-

periments. Figure 3.8 shows a picture of the experimental setup. We set up another camera,

completely external to our system, to observe its operation. A conveyor was constructed to

move in a constant path at a constant velocity. A light bulb was attached to the conveyor

and the system was directed to track the object, keeping the robot positioned above the

light bulb. A small laser was mounted in the end effector of the robot, so that it pointed

straight down onto the conveyor. The experiment was configured to make it possible for
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Figure 3.8: Experimental setup for lag measurement.

the external camera to estimate the distance between the light bulb and the footprint of the

laser on the conveyor. Knowing the velocity of the light bulb, we were able to empirically

measure the total lag of our system, and verify that it matched the estimate derived from

our timing model. Complete details of this experiment can be found in a technical report

[24].

3.3 Experiments

In order to test our methods, we experiment with the problem of catching a moving object.

Figure 3.9 depicts the scenario. The object is moving at an unknown constant velocity

in a straight line. In this example, the object is moving in one dimension; however, we

formulate the solution using vectors to indicate that the solution is also applicable to 2D

and 3D problems. Due to the processing lag, the most recently measured position of the

object is where the object was (
�

l � � k) ms previously. We denote this location as Qxt A - l A - k.
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Figure 3.9: Scenario for intercepting objects.

The current position of the object, i.e. the time when the robot starts to lunge towards the

object, is denoted as Qxt. The current velocity of the object is denoted as Qvt, and is assumed

to be equal to the last measured velocity Qvt A - l A - k. Therefore, the relationship between Qxt

and Qxt A - l A - k is described in the following equation:

Qxt �RQxt A - l A - k � Qvt A - l A - k

� �
l � � k  (3.1)

It will take some amount of time
�

i ms for the robot to reach the point of impact where it

will catch the object. We denote the impact location as Qxt � - i.

There is more than one way to consider implementing a catch. One approach is to keep

the robot’s position at the most recently measured position ( Qxt A - l A - k) and then lunge to

the final impact position. The advantage to this approach is that the robot is only moving

to locations where the object has actually traveled. The disadvantage to this approach is

that the robot must lunge a distance that covers the lag time plus the time to impact. A

second approach is to keep the robot’s position at the current position ( Qxt), or even keep

the robot’s position near the predicted impact position ( Qxt � - i). If the object is moving at a

constant velocity or in a fixed pattern, this approach will not suffer from misprediction and
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will always decrease the lunge distance. However, if the object motion is not so controlled,

this approach could cause unfavorable behavior, for example increasing the lunge distance

in the case where the object reverses direction. In either approach, we can describe the

intercept problem as the following: if the robot desires to intercept the object at time t

while following the object, how many control commands (N) should be issued between

time t and the time when the robot intercepts the object, and what is the constant distance

(
� Qd) that each single control command should move.

For some problems, N is fixed. The solution for a fixed N problem involves only one

equation:

Qxt � - i ? i @ �RQxt ? i @S� Qvt ? i @ � � c
� �

N � #  � � f  (3.2)

For our problem, N is varying. Suppose that Qxt A - q is the position where the robot was

last commanded to move to, i.e. the position where the object is at time t � � q, Qn is the

number of alters which will be executed, and d is the maximum distance a single alter can

move. The solution now involves two equations:

Qxt � - i ? i @ �TQxt ? i @S� Qvt ? i @ � � c
� � Qn ? i @ � #  � � f  (3.3)

U Qxt � - i ? i @ �&Qxt A - q ? i @ U �VQn ? i @ � d (3.4)

Combining Equations 3.3 and 3.4, based on the assumption that the object does not

change velocity direction between t
�W�D�

t � � q, we obtain:

Qn ? i @ �YX � � f � � c  U Qvt ? i @ U � U Qxt ? i @ �ZQxt A - q ? i @ U
d � � c

U Qvt ? i @ U [ (3.5)
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q � 4 � �

q �\� �
velocity
(mm/s)

stdev (mm/s) catch per-
centage

velocity
(mm/s)

stdev (mm/s) catch per-
centage

84.4 – 97.4 1.3 – 3.8 100% 85.9 – 95.1 2.5 – 3.7 100%
129.8 – 146.7 1.7 – 3.2 100% 126.1 – 137.7 1.7 – 3.3 100%
177.6 – 195.1 0.5 – 2.6 100% 175.8 – 192.8 1.1 – 2.7 100%

Table 3.2: Experimental results for catching the moving object

When we solve for Qn, there is a constraint:

U Qvt ? i @ U � d�
c

(3.6)

This equation represents the constraint for successful intercept between the velocity of

the moving object and the key parameters in the timing model.

Then N is chosen as the maximum element of vector Qn. Therefore,

� Qd ? i @ � Qxt � - i ? i @ �ZQxt A - q ? i @
N

(3.7)

3.3.1 Experimental setup and results

To verify that our model is effective, we design an experiment to let our industrial manipu-

lator catch a moving object. A small cylindrical object is dragged by a string tied to a belt

moving at a constant velocity. The belt is moved by a DC motor. The object moves along a

straight line. Figure 3.10 shows our experimental setup. The robot follows the object with

the end-effector pointing straight down approximately 300 mm above the object. When the

robot is commanded to intercept the object, the robot will lunge and cover the object on the

table with a modified end-effector, a small plastic bowl. The diameter of the object is 70

mm, the diameter for the small bowl is 90 mm. Therefore, the error should be less than 10

mm on each side in order to successfully catch the object.
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(a) initial position (b) impact scene

Figure 3.10: Experimental setup for catching the moving object.

In order to test the applicability of our timing model, we conducted two sets of exper-

iments. We set
�

q to two different values, 40 and 80, in these two sets of experiments.

We varied the voltage of the motor driving the conveyor to let the object move at three

different velocities. For each velocity, we kept the voltage of the motor constant to make

the object move in a relatively fixed velocity, and ran the experiment ten times. Table 3.2

shows the results of the experiments. The velocity column is filled with the range of the

average velocity in the ten experiments. The standard deviation column is the range of

the standard deviation of the velocity of each experiment. The results demonstrate that if

the object moves at a relatively fixed velocity, the robot catches the object 100% of the

time independent of the velocity of the object and the position update time (
�

q). We have

additionally conducted numerous experiments with more unpredictable object trajectories

(using fans to blow objects in the workspace in semi-predictable ways), and found the

results to generalize well. These results will be reported in ??.
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Chapter 6

Conclusion

In this dissertation, we have discussed and detailed a novel approach to the design of a

workcell for industrial manipulators. The system is based on an embedded network of

cameras, which produce, in real-time, an occupancy map for the workspace. Using this

map, the robot can react to manipulate flexible and dynamic objects in the workspace.

In order to allow the robot to adapt to the sensor data without modifying the industrial

controller, the trajectory generator was modified appropriately.

We also presented a generic timing model for a robotic system using visual sensing,

where the camera provides the desired position to the robot controller. We demonstrated

how to obtain the values of the parameters in the model, using our dynamic workcell as an

example. Then we showed how this timing model can be used to solve problems, using as

an example the problem of our industrial robot intercepting a moving object. The results

of the experiments show that our model is highly effective, and generalizable.

Based on this timing model, we presented a novel concept, supported by generic and

simple theory and extensive experiments to quantify the dynamic intercept ability of vision

based robotic systems. We validated the theory by designing 15 sets of experiments using

our industrial workcell. The results showed that the model was effective in predicting the

capabilities of the workcell.
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[35] L. Žlajpah and B. Nemec, “Control Strategy for Robotic Yo-Yo,” in Proc. IEEE/RSJ

International Conference on Intelligent Robots and Systems, pp. 248-253, Las Vegas,

October 2003

[36] Y. Liu, A. Hoover,I. Walker, “A Timing Model for Vision-Based Control of Industrial

Robot Manipulators,” To appear in IEEE Trans. Robotics Automation

[37] Y. Liu, A. Hoover, I. Walker B. Judy, M. Joseph and C. Hermanson, “A New Generic

Model for Vision Based Tracking in Robotics Systems,” in Proc. IEEE/RSJ Interna-

tional Conference on Intelligent Robots and Systems, pp. 248-253, Las Vegas, Octo-

ber 2003


