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Abstract—This brief evaluates the use of terrain, vehicle speed, and trip distance preview to increase the fuel economy of plug-in hybrid vehicles. Access to future information is classified into full, partial, or no future information and for each case an energy management strategy with the potential for a real-time implementation is proposed. With full knowledge of future driving conditions, dynamic programming (DP) provides a best-achievable benchmark. A partial preview level has access to future trip terrain and requires velocity estimation. Equivalent consumption minimization strategy (ECMS) is deployed as an instantaneous real-time minimization strategy with parameters adjusted by estimated future driving conditions and obtained either from DP or from a backward solution of ECMS. To reduce the requirement for future velocity and detailed terrain information, another partial preview level only assumes known trip distance to the next charging station and elevation changes (if available). In this level, the parameter of the real-time ECMS is estimated based on the remaining trip distance, the battery’s state-of-charge, and elevation changes if included. The results are evaluated against cases with no preview. Results from a number of simulation case studies indicate that the fuel economy can be substantially enhanced with only partial preview.
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I. INTRODUCTION

PLUG-IN HYBRID ELECTRIC VEHICLES (PHEVs) are now making the transition from prototype concept to mass production. Plug-in versions of the Toyota Prius for instance, are expected to go on sale in 2011–2012. Similar to conventional hybrid electric vehicles, PHEVs can take advantage of regenerative braking and a reduction in engine size to operate more efficiently. In addition, by partly utilizing the cheaper and typically cleaner electric grid energy, PHEVs achieve a much better overall fuel economy than conventional hybrid vehicles; their environmental footprint may also be much smaller. The efficiency of a PHEV also relies on its power management strategy, the algorithm which determines the split of the power request between the combustion engine and electric drive [19]. The focus of this brief is on developing a real-time implementable power management strategy that uses terrain, traffic, and trip distance preview and can enhance energy utilization of PHEVs.

Typical power management schemes in production HEVs use rules, pre-optimized maps, or instantaneous optimization to reduce the fuel use while sustaining the state-of-charge (SOC) of the battery [4], [10]. For this, they rely on instantaneous information about power demand, the vehicle’s velocity, and the battery’s SOC. This is formalized in a family of Equivalent Consumption Minimization Strategies (ECMS) first introduced by [13] where the power-split ratio is found by an instantaneous optimization algorithm [11], [16], [21]. An HEV maintains the battery’s SOC in a narrow operating band during the whole trip. However, in a PHEV maximum energy efficiency is achieved if the batteries are depleted to their minimum allowable charge by the end of a trip.

Existing energy management strategies for conventional HEVs cannot be directly transferred to a PHEV. It is possible to run the PHEV in its all-electric mode until the battery is nearly depleted and then switch to a charge-sustaining mode and run the PHEV similar to an HEV [3], [18]. The result however may be far from optimal; it can be shown that the fuel-optimal solution is one that blends the use of the combustion engine and the electric motor throughout the trip in a way that the battery is nearly depleted at the charging destination [18]. This in turn requires knowledge of future trip conditions such as the trip length and future power demands. In [25] we found that knowledge of future road elevation profiles is beneficial in energy management of HEVs. In [24] we showed that advance knowledge of trip length can contribute to fuel saving in PHEVs. Missing in our previous work [24] and [25] was a real-time implementable algorithm for systematic integration of long-horizon preview information.

With complete knowledge of future driving conditions, it is possible to generate the optimal energy management policy by solving a dynamic program (DP) such as in [12]. However, this is computationally demanding and is not suitable for the practical cases which have only partial preview. The authors of [7] propose the use of a two-scale DP solution for a PHEV: A higher-level DP that plans the battery’s SOC based on approximate information for the entire trip and a lower-level shorter horizon DP that has more accurate information and tracks segmentally the SOC trajectory found at the higher level. While interesting, constraining the solution to track a “loosely” optimized SOC trajectory is a shortcoming of the approach in [7]; i.e., it does not fully adapt its policy to instantaneous values of the battery’s SOC and driver demand.

This study differs from previous work in that it classifies four different levels of access to the future information for power management of a PHEV: 1) full knowledge of distance, future velocity, and upcoming terrain profile; 2) full knowledge of distance, upcoming terrain and estimated velocity; 3) knowledge of distance to the next charging station and elevation changes (if available); 4) no future information. Except for the first level...
with full future information, the brief proposes real-time control strategies. The real-time power management is decomposed into an instantaneous optimization and a (global) parameter estimation: the power management decisions are calculated by a computationally efficient local ECMS optimization and based on instantaneous driver demand and the battery’s SOC. It is the unknown parameter of the local ECMS that depends on future driving conditions. With the second level of preview, local optimization parameters are estimated by a backward DP or backward ECMS sweep over the estimated future velocity and exact future 3-D terrain information. With the third preview level, the parameter of local ECMS is adjusted based on the remaining distance to the next charging station and elevation changes if included. The proposed algorithms are in the class of nonlinear model predictive control methods introduced in [6] with the cost functions derived from Pontryagin’s minimum principle.

Section II presents the vehicle configuration and its simulation model. Section III summarizes the DP and ECMS control strategies and also includes the description of a rule-based control strategy which is used as a comparison baseline. Section IV proposes different real-time control algorithms in which ECMS is adopted for instantaneous optimization with parameters adjusted by different methods depending on the level of preview. In Section V two sets of simulation case studies are presented which lead to conclusions in Section VI.

### II. PHEV Powertrain Configuration and Model

A midsize 2000 kg passenger vehicle with a parallel hybrid electric configuration is selected for this study. Parameter values and detailed performance maps for various powertrain components are extracted from the database of Powertrain System Analysis Toolkit (PSAT) simulation software developed by Argonne National Laboratory [1]. A 120 kW gasoline internal combustion engine and a 45 kW AC motor are selected. They are directly connected to a torque coupler followed by a 5-speed automatic transmission. The auxiliary energy storage unit is a 21.5 Ah lithium-ion battery pack, reasonably sized for a PHEV. A 60% depth of discharge results in 20–30 km all-electric range. Details can be found in [17]. In the reduced-order model we continue to use the PSAT lookup tables to model the engine fuel rate and motor losses. The fuel rate $\dot{m}_f$ is mapped from the engine torque $T_{\text{eng}}$ and engine speed $\omega_{\text{eng}}$.

$$\dot{m}_f = f(T_{\text{eng}}, \omega_{\text{eng}}).$$

Here we assume the engine is in its hot condition. Another lookup table is used to relate the motor mechanical power $P_m$ and the motor speed $\omega_m$ to output electrical power of the battery $P_{\text{batt}}$, as implied by

$$P_{\text{batt}} = g(P_m, \omega_m).$$

The gear shifting strategy which is a function of wheel torque demand and vehicle velocity is also adopted from PSAT and implemented as a lookup map.

### III. Energy Management Strategy

A PHEV can be operated in two modes: charge-depleting (CD) and charge-sustaining (CS). When the battery SOC is near its minimum value the PHEV is operated in the charge-sustaining mode by blending operation of the engine and the electric motor. The battery’s SOC is maintained near a set value similar in operation to a conventional HEV, therefore all the energy management strategies for HEVs are transferable to PHEVs in the CS mode.

When the battery SOC is high, the PHEV is operated in the charge-depleting mode: the battery’s charge is depleted to its minimum allowed value with either all-electric operation or blended operation of the electric motor and combustion engine [2]. Because the electric grid energy normally costs less than gasoline fuel energy, the ideal scenario is to run the PHEV in its all-electric mode for short trips between two charging stations. For trips longer than the all-electric range, blended operation of the electric motor and the combustion engine throughout the trip is shown to be more fuel efficient than all-electric depleting followed by charge sustaining [18]. The decision whether to operate the PHEV in all-electric charge-depleting mode or blended charge-depleting mode can be optimized by using the knowledge of future driving conditions.

#### A. Rule-Based Control Strategy

When the future power demands are unknown, the vehicle is initially operated in all-electric charge-depleting mode. During this period the engine could be turned on if the power/torque request exceeds the capability of the battery or the electric motor. When the battery nears minimum allowable charge, the operation is switched to the charge-sustaining mode.
relative ease of tuning and implementation, rule-based power management strategies have been widely used in industry. Examples of different rule-based strategies can be found in academic research papers such as [10], [12], and [15]. The rule-based strategy for charge-sustaining power management in this study is adopted from PSAT simulation software with more details shown in [25].

B. Optimal Control: DP and ECMS

Similar to conventional hybrid vehicles, maximizing the fuel economy of a PHEV can be explicitly formulated as a minimization of the following cost function [10]:

\[ J_{x_f}(SOC(t)) = \int_t^{t_f} \hat{n}_{f}(t, u) dt + \phi(SOC(t), SOC_f) \]  

(4)

where \( J_{x_f}(SOC(t)) \) denotes the cost-to-go at time \( t \) from position \( x_t \) given the current SOC \( SOC(t) \) to the final position at time \( t_f \). \( u \) is the power-split ratio between the engine and the battery and is the control input. The term \( \phi(\bullet) \) penalizes deviation of the final SOC \( SOC_f \) away from \( SOC(t) \); in the following discussion, this term is removed and replaced by an equality constraint i.e., \( SOC_f = SOC_{d} \) where \( SOC_d \) is the desired SOC at the final time. The optimal solution should also be subject to the powertrain model equations, the constraints for physical limitations of components, and pointwise-in-time constraints for SOC operation.

Analytical solutions to the above optimization problem do not exist in general, due to its many constraints and nonlinearities. We employ the two algorithms that have been widely used for numerical solutions of the optimal energy management problem.

1) Dynamic Programming: In the ideal scenario that the future velocity and exact future power demands are known, the optimal power-split ratio that minimizes the cost function (4) subject to model equations and all constraints can be numerically obtained by solving a deterministic dynamic programming problem [12] according to Bellman’s optimality principle.

2) ECMS: In the ECMS the above optimization problem is simplified to a minimization of the instantaneous (rather than integral) equivalent fuel rate \( \hat{n}_{f,eqn}(t, u) \) defined as [15]

\[ \hat{n}_{f,eqn}(t, u) = \hat{n}_{f}(t, u) + s(t) \cdot \frac{P_e(t, u)}{H_f} \]  

(5)

where \( P_e(t, u) \) is the net power charged to the battery or the power drawn from the battery including the power lost to the electric circuit’s resistance; \( s(t) \), normally abbreviated as \( s \), is a fuel equivalence factor to convert electricity to equivalent fuel; and \( H_f \) is the lower heating value of the fuel.

With known future power demands, it is possible to find the true value for the equivalence factor \( s(t) \). This can be better understood by using Pontryagin’s minimum principle. The Hamiltonian for the cost function (4) is

\[ H(SOC(t), u, t) = \hat{n}_{f}(t, u) + \lambda(t) \dot{SOC}(t) \]  

(6)

where \( \lambda(t) \) is the co-state and its optimal value depends on future power demands. Following Pontryagin’s minimum principle, the co-state \( \lambda(t) \) has the following dynamics [22]:

\[ \dot{\lambda}(t) = -\frac{\partial H(SOC(t), u, t)}{\partial SOC(t)} = -\lambda(t) \frac{\partial \dot{SOC}(t)}{\partial SOC(t)} \]  

(7)

subject to the equality constraint \( SOC_f = SOC_d \). Using \( I \) to denote the battery’s current, we substitute the dynamics of the SOC \( \dot{SOC}(t) = -I/C \) and \( P_e(t, u) = IV_{oc} \) into (6) and obtain

\[ H(SOC(t), u, t) = \hat{n}_{f}(t, u) - \frac{\lambda(t)I}{Vol_{oc}} \]  

(8)

Defining

\[ s(t) = \frac{\lambda(t)I}{Vol_{oc}} \]  

(9)

yields the same equation as in (5). The challenge in finding the correct value of \( s(t) \) for any given cycle can be seen by observing its dependence on the co-state \( \lambda(t) \) in (9). The optimal value of the co-state \( \lambda(t) \) should ensure \( SOC_f = SOC_{d} \) and this strongly depends on the upcoming power demands. Therefore the optimal value of \( s(t) \) is a function of future driving conditions as well as the current value of the battery’s SOC. Due to uncertain future power demands, the true value of \( s(t) \) can not be found, but we can come up with an estimate \( \hat{s}(t) \) by utilizing partial preview information, as described in the next section.

IV. ESTIMATION OF EQUIVALENCE FACTOR WITH PARTIAL PREVIEW

A. Optimal Control With Partial Preview: Future Terrain, Trip Length, and Estimated Trip Velocity

The future power demand is a function of upcoming road slope and future velocity profile. The road terrain information can be retrieved accurately from in-vehicle 3-D maps and the vehicle GPS-based navigation system if the route is known a priori. As for the velocity, it is possible to estimate it using real-time traffic data streams or by using historical traffic data [8], [9]. The focus in this brief, however, is not on a method of velocity estimation; rather we focus on how such an estimate can be used in real-time energy management of PHEVs.

1) Estimating the Equivalence Factor Using DP: From the Hamilton-Jacobi-Bellman equation, we know that the partial derivative of the optimal cost with respect to the state is equal to the optimal co-state \( \lambda^*(t) \) [22], that is

\[ \lambda^*(SOC(t), x_t) = \frac{\partial J^*_x(SOC(t))}{\partial SOC(t)} \]  

(10)

where \( \lambda^*(SOC(t), x_t) \) is the optimal co-state as a function of SOC(t) and position \( x_t \), and \( J^*_x(SOC(t)) \) is the optimized cost-to-go in (4). Note that \( \lambda^*(t) \) has been reformed as \( \lambda^*(SOC(t), x_t) \). Therefore, using (9) and (10) we have,

\[ s^*(SOC(t), x_t) = -\frac{\partial J^*_x(SOC(t))}{\partial SOC(t)} \frac{H_f}{Vol_{oc}} \]  

(11)
Finally, the estimate of the equivalence factor by using DP as ECMS, inspired by DP, for estimating the $s$ value. It is possible to run the ECMS backward in time given the final SOC as $\text{SOC}_d$ and to iterate on the value of $s$ that yields the present SOC. More specifically we propose the following steps.

1) The range of the equivalence factor $s$ is $[s_e, s_0]$ and is estimated as in [24], where $s_e$ is the conversion ratio of fuel and electricity price explained in Section IV-B and $s_0$ is the neutral equivalence factor for a charge-sustaining HEV [25].

2) The range $[s_e, s_0]$ is discretized and the optimal SOC trajectory is obtained backward for each discretized $s$ value in this range starting with the final SOC $\text{SOC}_f = \text{SOC}_d$. By changing time variable $\tau = t_f - t$ the SOC dynamics in (1) and co-state dynamics in (7) can be rewritten backwards-in-time

$$\frac{d}{d\tau} \text{SOC} = \frac{V_{oc} - \sqrt{V_{oc}^2 - 4R_{last}}R}{2RC} \lambda$$

(13)

$$\frac{d}{d\tau} \lambda = -\lambda(\tau) \frac{\partial (d\text{SOC})}{\partial \text{SOC}}$$

(14)

However, this is a two-point boundary value problem and computationally expensive due to the coupling of the SOC and co-state dynamics in (13) and (14). To reduce the computation time for an online implementation, the co-state (and therefore the equivalence factor) are assumed to be constants in each backward run of ECMS. This is a valid assumption if: 1) the pointwise-in-time constraints on SOC are relaxed and 2) the righthand side of SOC dynamics in (1) is not an explicit function of SOC. The latter is true when the open-circuit voltage of the battery $V_{oc}$, and the battery resistance $R$, and capacity $C$, are constants. These assumptions yield $\lambda(\tau) = 0$ and a constant optimal equivalence factor $s$. Considering the variation of the battery’s parameters, a constant estimation of the equivalence factor does not result in a globally optimal solution. However, we note that the estimation error of the future driving conditions may have a larger impact on the equivalence factor than the variation in battery parameters and therefore the latter may not significantly influence the results. At each position $x_i$ and based on the latest preview information the backward ECMS is executed starting with the final SOC equal to $\text{SOC}_d$; this is repeated for different initial guesses of the equivalence factor $s_{f} \in [s_{e}, s_{0}]$. Each run results in an optimal SOC trajectory as shown in Fig. 3.

3) The value of $s$ that yields the present SOC of the battery is selected as the optimal value. Interpolations are performed when necessary. Note that this optimal value will be recalculated at each step in time based on the latest preview information.

The computation time for the above backward ECMS approach on a personal computer is much shorter than running the
DP and thus it is thought to be very promising for a real-time implementation. Besides, because of its faster execution, the prediction of the future can be updated periodically which potentially enhances the performance of this methodology. We refer to this method of estimating the equivalence factor by a backward ECMS as E-ECMS.

B. Optimal Control With Partial Preview: Distance to the Next Charging Station and Hilly Road Terrain

A desired scenario is to estimate the equivalence factor without velocity information. In [5], [14], [20], and [25] different methods were proposed for estimating the equivalence factor in a charge-sustaining HEV. In the PHEV case, because the batteries can also be charged from the electric power grid, these approaches for estimating the equivalence factor do not directly apply. A fair valuation of η can benefit greatly from: 1) information about the distance to the next charging station as compared to the all-electric range of the vehicle and 2) price of grid energy as compared to price of fuel energy. Remember η, by the definition, is the conversion ratio between electricity and fuel. Therefore the first step is to find the price ratio r between electricity and fuel defined by

$$ r = \frac{P_{rf} \times C_{sf}}{P_{re} \times \eta_e}. $$

where $P_{rf}$ is the fuel price; $\rho$ is the density of the fuel; $C_{sf}$ is the constant conversion ratio between different units; $P_{re}$ is the electricity price; $\eta_e$ is the charging efficiency from charging stations to a PHEV. $s_0$ is the estimated conversion ratio from electricity to fuel for a charge-sustaining HEV [25] based on the average efficiency of the powertrain.

When the traveling distance is known to be less than or equal to the vehicle’s electric range, the powertrain can be run in its all-electric mode. The equivalence factor $s_e$ for this mode is then calculated as

$$ s_e = \frac{s_0}{r}. $$

Combining (15) and (16) yields

$$ s_e = \frac{P_{re}}{P_{rf} \times \eta_e}. $$

Note that in the above equation, $s_e$ is not a function of the neutral equivalence factor $s_0$. On the other hand, when the traveling distance is known to exceed the all-electric range, the equivalence factor should be adjusted up to reflect the use of gasoline fuel energy during the trip. We define a ratio parameter $\kappa$ as follows to relate the nominal all-electric range $X_e$ and the total trip distance $\hat{X}$

$$ \kappa = \min \left( \frac{X_e}{\hat{X}}, 1 \right) $$

and determine an averagely estimated equivalence factor $\hat{s}$ as an initial guess

$$ \hat{s} = s_e + \sqrt{1 - \kappa^2(s_0 - s_e)}. $$

In the above equation when $X_e \geq \hat{X}$ then the equality $\hat{s} = s_e$ reflects the fact that all of the electricity will be provided by the grid. At the other extreme, when the electric range $X_e$ is much smaller than the distance to the next charging station $\hat{X}$ such that $\kappa \leq 0$, then $\hat{s} = s_0$ which reflects the average electric price in the charge-sustaining mode. In between, when $0 < \kappa < 1$, a value of $\hat{s}$ between $s_0$ and $s_e$ is chosen as the base equivalence factor.

To reflect the influence of the current SOC in the selection of the equivalence factor, one can redefine the parameters $\kappa$ and $\hat{s}$ as follows:

$$ \kappa(t) = \min \left( \frac{x_e(t)}{x_{r}(t)}, 1 \right) $$

$$ \hat{s}(SOC(t), t) = s_e + \sqrt{1 - \kappa(t)^2(s_0 - s_e)} $$

where $x_e(t)$ is the all-electric range for the remaining SOC and $x_{r}(t)$ is the remaining trip distance. They are defined as

$$ x_e(t) = \frac{SOC(t) - SOC_{min}}{SOC_{max} - SOC_{min}} X_e $$

$$ x_{r}(t) = \hat{X} - x_{r} $$

where $SOC_{max}$ and $SOC_{min}$ are the upper and lower operation bounds of the battery’s SOC. By its definition, the equivalence factor $\hat{s}$ varies between $s_e$ and $s_0$ depending on the current SOC $SOC(t)$ and remaining trip distance. The dependence of the $s$ value on four parameters $s_0$, $s_e$, $SOC(t)$, and remaining trip distance $x_{r}(t)$ reduces its sensitivity to the estimation of $s_0$; this is unlike a charge-sustaining HEV. The ECMS discussed in this part is referred as B-ECMS since it blends operation of the engine and the electric motor and discharges the battery gradually. This is similar to the methods proposed in [23], [24] but without the assumption of tracking a predefined SOC trajectory.

In a hilly terrain where more gravitational potential energy is available in descents to drive the vehicle, the assumption of discharging the battery gradually may not be a good one. Observing this fact, here we propose an adjustment to the B-ECMS strategy to account for the influence of large elevation changes. The availability of gravitational potential energy in descents can be translated into an extension of the all-electric range. The adjusted all-electric range $x'_e(t)$ including the extension is defined as

$$ x'_e(t) = \hat{s}(SOC(t), t) X_e $$
where \( m \) is the vehicle’s mass; \( g \) is the gravitational acceleration; \( \bar{V}_{dc} \) is the average battery voltage; \( \eta_b \) is the average recuperation efficiency; we set \( \eta_b = 1 \) when the potential energy is not lost to braking. \( \Delta h \) is the downhill elevation change and defined as: \( \Delta h = \max(H(\tau > t)) - H(t_f) \), where \( H(\cdot) \) is the elevation at time \( t \), denotes the current time, and \( \tau \) is the future trip time. Note that \( \Delta h \) is a non-negative value. We use \( x^*_e(t) \) to replace the term \( x_e(t) \) in (20).

C. Optimal Control Without Preview

In the absence of preview, one can guess a low value for the equivalent factor initially and increase it when the SOC decreases. This ensures that the battery is discharged aggressively at high SOC and conservatively at low SOC. When the SOC reaches its lower bound (here 0.3), the control strategy is switched to a charge-sustaining strategy which keeps the SOC in a narrow operating band e.g., between 0.3 and 0.4. In this brief, we refer to this strategy as depleting and sustaining ECMS (DS-ECMS). This is shown in Fig. 4 where the equivalent factor \( s \) is chosen to be a linear function of SOC in the charge-depleting (CD) stage and a piece-wise linear function in the charge-sustaining (CS) stage with details shown in [25]. A summary of different control strategies as well as their abbreviations is shown in Table IV at the end of this brief.

V. SIMULATION ANALYSIS

The performance of the proposed methods is studied via two sets of simulations. The first is a federal test cycle and a real-world terrain profile. The second uses velocity and terrain data obtained simultaneously from driving in a mountainous area. The total energy cost, taking into account both fuel and electricity consumption, is used as the index for evaluating the performance of different strategies. The price of gasoline and electricity, which may vary by area and time, are set to $0.79/litre ($3/gallon) and $0.12/kWh, respectively.

A. Case Study I

The terrain and velocity profile for this simulation case study are shown in Fig. 5. The terrain is a stretch of uphill road in Contra Costa County in California and is extracted from Intermap Technologies’ 3-D map database and the velocity profile is that of the EPA Highway Fuel Economy Cycle (HWFET). Because the fuel economy of a PHEV strongly depends on the trip distance, three simulation distances of 32, 48, and 72 km are selected which are respectively 1.6, 2.4, and 3.6 times the trip distance. The velocity profiles are repeated for long distance simulations; the grades are mirrored, and then also repeated if necessary. A simple method to estimate the velocity is deployed in which the vehicle is forced to run with the speed limits along the road. In the simulation the speed limits, observed from the HWFET cycle data, are set at 20 and 25 m/s for the two different segments. The acceleration/deceleration of the vehicle is set to the constant value 0.5 m/s\(^2\). The real and estimated velocity profiles are shown in Fig. 5. In practice it is deemed feasible to estimate a vehicle’s future speed by using known speed limits, traffic signal location and timing information, and real-time traffic flow conditions [7].

In each simulation case study, dynamic programming with full future information can find the lowest energy cost; we use this lowest cost as the best benchmark. The performance of other proposed methods is evaluated by calculating their percent energy cost difference with respect to the DP benchmark. Table II summarizes these results. When preview is available the cost gap of different control strategies compared with DP in Case Study II (R1 ROUTE 1, R2 ROUTE 2, R3 ROUTE 3 in Fig. 6, R4 FLAT ROAD WITH VELOCITY FROM R2)
of trip distance is a significant factor for energy cost saving for a PHEV and that the influence of non-hilly terrains to an estimation of the equivalence factor can be ignored. Without preview, the energy cost would increase considerably as shown in the results of DS-ECMS and rule-based strategies.

B. Case Study II

To evaluate the influence of larger changes in elevation, we drove a vehicle starting from the city of Clemson in South Carolina to the town of Highlands in North Carolina and back, mostly via the hilly US-28 road on May 14th, 2010. The elevation change in this trip was more than 900 m over a distance of almost 50 km. We recorded both the velocity and elevation using a Garmin GPS receiver with a sampling time of 1 s. The raw data from the GPS was refined by removing the dead points and by interpolating the missed data. For the simulation case study, we divide the trip into three segments all having the same trip length (48 km) with a combination of uphill and downhill profiles (Route 1), an uphill profile (Route 2), and a downhill profile (Route 3) as shown in Fig. 6. The predicted speed in this figure reflects the speed limits observed from the road side signs which we had recorded separately as a function of trip time. To isolate the influence of velocity, we also designated a fourth scenario denoted by Route 4 with the same velocity profile of Route 2 but with road grade set to zero. Route 1, Route 2, Route 3, and Route 4 are abbreviated as R1, R2, R3, and R4, respectively, in the following discussion.

Similar to the Case Study I, DP with full future information is used as the best benchmark. Table III summarizes the energy cost gap between strategies with and without preview and the DP benchmark. Here D-ECMS results are not reported as they are similar to those of E-ECMS. As shown in the table, E-ECMS performs closest to DP for the R2 uphill terrain with the cost gap of only 1%. The difference is larger for the R3 downhill terrain (6.46%) and for the flat case of R4 (6.33%). Note that on steep uphill roads the power demand from the grade dominates that of demand to changes in velocity; thus poor estimation of velocity may have less influence on the optimality of E-ECMS solution. On downhill or flat terrain on the other hand the power demand caused by changes in velocity dominates and therefore the uncertainty about the future velocity profile results in a larger cost gap between E-ECMS and DP.

As seen in this table, the trip distance based B-ECMS strategy is far from optimal especially when there are large downhill elevation changes (e.g., 40% worse than DP for R3). During descents there are frequent opportunities for running electric only or for regeneration; but because B-ECMS estimates the equivalent fuel factor based on the remaining trip distance only, it fails to capture part of the available potential energy. This demonstrates the importance of incorporating potential energy in the estimation of an equivalence factor in occasions where large elevation changes exist. The performance of adjusted B-ECMS for (partial) descent routes R1 and R3 is shown in Table III and is much improved. Note that E-ECMS sometimes performs worse than (adjusted) B-ECMS. This may be attributed to large velocity transients in this case study which cannot be merely captured by using the speed limit approximation as done in E-ECMS. We observe that the algorithms with partial preview always perform better than strategies without preview.

C. Computational Case Study

Besides the energy cost, we also compared the computational burden in a simulation with total trip time of 1472 s and sampling time of 2 s. The SOC resolution was set at 0.0001 for all simulations. The simulations were performed on a personal computer with a CPU speed of 1.8 GHz and memory of 2 GB. Table IV summarizes the computational time of each algorithm. It can be seen that the E-ECMS approach runs much faster than D-ECMS with the same level of preview without much loss in performance and has the potential to be used in real-time. The computational burden of B-ECMS and DS-ECMS is essentially the same as a normal ECMS approach and thus it is suitable for real-time optimization.
VI. CONCLUSION

This brief investigated real-time implementable energy management algorithms for energy management of plug-in hybrid vehicles that can take advantage of information preview for fuel saving. This is achieved by handling the energy minimization problem at two levels: 1) a global optimization approach that utilizes preview information (if available) for the whole trip to estimate a fuel-electricity equivalence parameter and 2) a local ECMS optimization which determines the optimal control based on instantaneous values of power demand, the battery’s SOC, and the parameter set by the global optimizer. A simulation case study with a federal driving cycle (HWFET) indicated that knowledge of distance to the next charging station can have a significant influence on the fuel economy of a PHEV because it allows better planning of all-electric or blended motor/engine operation. Full terrain preview and estimated future velocity preview can result in additional fuel economy improvements of up to 1%. Another simulation case study with large elevation changes indicated the importance of accounting for potential energy gains resulting from elevation changes. Predicting the future velocity profile based on speed limits helps the energy management of a PHEV in general. If the real driving cycle has more velocity transients than the predicted one, the control strategy that relies only on trip length and elevation change and not on velocity estimate may perform better. The computational time required to include preview is shown to be much smaller than the total simulation time and therefore has the potential for a real-time implementation. This work focused only on the energy minimization. Future work can consider other factors such as total emissions of the vehicle and of the electric grid.
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