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A Two-Stage Lyapunov-Based Estimator for
Estimation of Vehicle Mass and Road Grade

Michael L. McIntyre, Member, IEEE, Tejas J. Ghotikar, Ardalan Vahidi,
Xubin Song, Member, IEEE, and Darren M. Dawson, Senior Member, IEEE

Abstract—This work proposes a two-stage estimation strategy
to determine a heavy-duty vehicle’s mass and road grade. The
estimation strategy uses standard signals available through the
vehicle control area network. The first stage of this approach
utilizes an adaptive least-squares estimation strategy to determine
the vehicle’s mass and an estimate for a constant road grade. Due
to the time-varying nature of the road grade, a nonlinear estimator
that provides a more-accurate estimate of the road grade is then
developed. Simulation and experimental results show, under a set
of qualifying conditions, that both mass and road grade can be
estimated with good accuracy.

Index Terms—Least squares methods, mass estimation, nonlin-
ear estimation, road grade estimation.

I. INTRODUCTION

IN MODERN vehicle control systems, model-based param-
eter estimation, which uses standard signals available

through the vehicle control area network (CAN), is a cheaper
alternative to sensor-based estimation. In addition, a model-
based parameter estimation approach, along with a sensor-
based method, can be used to provide the needed system
redundancy. In particular, there is increasing interest in the auto-
motive industry for model-based estimation of vehicle mass and
road grade, which can be used in transmission shift scheduling
and vehicle longitudinal control, cruise control, hill holding,
and traction control. The engine control unit can also utilize an
accurate estimate of the road grade for estimating the engine
torque, which may reduce the need for inline torque meters
[21]. In controlling heavy-duty vehicles (HDVs), an accurate
estimate of the mass is even more important due to the trip-to-
trip load variation, which is often up to a 500% change from
loaded to unloaded [3], [4]. A small change in road grade is
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serious loading for an HDV and affects its torque response [2].
The limited capabilities of fixed-gain controllers in handling the
large parameter variations of HDVs have been shown in the past
[25]. The application of adaptive controllers that compensate
for vehicle parameter variations has been presented in a number
of references, including [6], [8], [10], and [18].

The importance of vehicle mass and road grade estimation
has led to considerable research in this area in the past few
years. Different sensor- and model-based approaches have been
proposed: In sensor-based methods, the time-varying grade is
typically estimated using sensors such as an accelerometer
[11] and a Global Positioning System receiver [2]; then, a
conventional parameter estimation algorithm is utilized for the
estimation of mass [22]. In model-based methods, the longi-
tudinal dynamics model of the vehicle, along with data from
the vehicle CAN (signals such as engine torque, vehicle speed,
engine speed, and gear ratio), is utilized to estimate unknown
system parameters. In particular, model-based methods for
the simultaneous estimation of vehicle mass and road grade
have been proposed in [7], [17], and [19]. Simultaneously
estimating the vehicle mass and road grade is a challenging task
mainly due to the time-varying nature of the road grade, which
complicates the estimation process. To address this problem,
Vahidi et al. [17], [19] proposed and experimentally tested a
recursive least-square mass and road grade estimation strategy
that utilizes multiple forgetting factors to reflect a constant mass
and time-varying road grade. In a different approach presented
in [16], a Lyapunov-based input observer is used to generate
an estimate of the road grade, given an initial estimate of
the vehicle mass. The mass estimate is adjusted accordingly
to ensure that the grade estimate remains between a priori
known lower and upper bounds. All these estimation techniques
require persistent excitation, which may be lacking in typical
driving scenarios. To actively generate persistent excitation
needed for successful estimation, Winstead and Kolmanovsky
[20] and [21] developed a speed cruise control where the engine
torque is actively adjusted to improve the persistent excitation
condition and the estimation of vehicle mass and road grade.

In this paper, we propose a new two-stage approach for the
estimation of vehicle mass and time-varying road grade. In
the first stage, a least-squares estimator based on the vehicle
longitudinal dynamics model is developed, which determines
an estimate of the vehicle mass and a constant estimate of
the road grade. Due to the time-varying nature of the road
grade (which complicates the estimation of mass), a nonlinear
estimator (see [9] and [23]) is then developed to provide a
more-accurate estimate of the road grade. Specifically, the
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HDV’s mass is first determined by the adaptive least-squares
estimator; then, the mass estimate is utilized by the nonlinear
estimator to provide an estimate of the time-varying road grade.
Experimental results are presented, illustrating the validity of
the estimation strategy when the persistence of excitation is
guaranteed. A better filtering technique augmented with the
least-square estimator for the mass reduces the numerical dif-
ficulties that arise due to the noisy acceleration signal and is
an improvement over the integration technique proposed in
[17] and [19]. In addition, the second-stage nonlinear estimator
provides more accurate tracking of the time-varying road grade.

This paper is organized as follows: In Section II, the dynamic
system model for a vehicle, along with the required assump-
tions for this analysis, is defined. In Section III-A, the least-
squares estimator is designed, and an analysis is presented,
verifying that, under a set of sufficient conditions, the mass
and road grade are accurately estimated. In Section III-B, the
nonlinear estimator is developed, along with an analysis that
verifies that, under a set of sufficient conditions, the road grade
is accurately estimated. Simulation and experimental results
are presented in Sections IV and V, respectively. Concluding
remarks are provided in Section VI.

II. VEHICLE SYSTEM MODEL

A. Longitudinal Dynamics

The vehicle’s longitudinal dynamics model presented in [19]
is used as follows:

v̇ =
(Te − Jeω̇e − kaerov

2rg)
rg

1
M

− g

cos(βμ)
sin(β + βμ).

(1)

In (1), v(t) and v̇(t) are the vehicle’s longitudinal velocity
and acceleration, respectively; Te(t) is the engine torque; Je

is the engine crankshaft inertia; ω̇e(t) is the engine’s rotational
acceleration; kaero is the aerodynamic drag coefficient; rg(t) is
the wheel radius divided by the total gear ratio; M is the total
mass of the vehicle; g is the acceleration due to gravity; β(t)
is the road grade; and βμ is defined by tan(βμ) = μ, where
μ is the coefficient of the rolling resistance. The following
assumptions frame the subsequent estimator development and
analysis.

Assumption 1: For a realistic road profile, road grade β(t)
is continuous with respect to the longitudinal position; given
that the vehicle’s longitudinal velocity v(t) is also a continuous
function of time, we infer β̇(t) ∈ L∞.

Assumption 2: Signals v(t), ω̇e(t), Te(t), and rg(t) are
assumed to be measurable.

Assumption 3: The values of drag coefficient kareo, engine
crankshaft inertia Je, and the coefficient of rolling resistance μ
are known a priori and are assumed to be constant with respect
to time.

Assumption 4: Road grade β(t) is assumed to be a slowly
varying function of time, i.e., β̇(t) ≈ 0), whereas the vehicle
mass is assumed to be an unknown constant.

Assumption 5: It is assumed that the clutch is always fully
engaged and that the friction brakes are never applied. These

Fig. 1. Comparison of the model velocity with the velocity from J1939.

assumptions are not valid during the gearshift and braking
periods. Unfortunately, in a standard setting, the service brake
pressure and, subsequently, the brake torques cannot accurately
be determined. Developing an accurate model of the transmis-
sion and gearshift process is an option but overcomplicates the
model used for estimation. To address these issues, pre- and
postconditioning of the signals and the estimates are proposed
to handle periods of gearshift and braking.

In an effort to further develop an estimation strategy, the
dynamic model from (1) can be written as follows:

a
Δ= Wθ (2)

where a(t) Δ= v̇(t), and W
Δ= [W1 W2] ∈ R

1×2 is the known
regression vector, with W1(t) and W2 ∈ R given by

W1
Δ=

(Te − Jeω̇e − kaerov
2rg)

rg
(3)

W2
Δ=

g

cos(βμ)
. (4)

In (2), θ
Δ= [θ1 θ2]T ∈ R

2 is the unknown parameter vector,
with the elementsdefined as follows:

θ1
Δ=

1
M

(5)

θ2
Δ= sin(β + βμ). (6)

B. Model Validation

The validity of the model and its parameters was deter-
mined using several sets of experimental data obtained at Eaton
Corporation. The net engine torque was made available from
J1939, and the vehicle velocity and engine speed were obtained
from the J1939 port. The clutch and transmission statuses were
available through the clutch control and transmission control
units, respectively. The values for the gear ratios, wheel radius,
coefficient of rolling resistance, drag coefficient, and engine
inertia, and the actual mass and road grade profiles were also
provided by Eaton.

The right-hand side of (1) with the known parameters and
given signals was integrated over time to find the vehicle
velocity, and this velocity was compared with the velocity from
J1939. Due to the uncertainty in braking torques, only portions
with no braking were used. Fig. 1 compares the modeled
velocity to the actual J1939 velocity for one of the data sets
provided by Eaton. In general, the modeled and actual velocity
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are in good agreement. The differences are most probably due
to simplifying assumptions during the gearshift period.

III. ESTIMATOR DESIGN

A. Adaptive Least-Squares Estimator

To facilitate the estimator design, a prediction error ε(t) is
defined as follows:

ε
Δ= af − âf (7)

where af (t) is the filtered longitudinal acceleration of the
vehicle and can be written as follows:

ȧf = −βoaf + βoa (8)

where af (t0) = 0, βo > 0 is constant, and actual acceleration
a(t) is calculated by backward differentiation of the velocity
signal. In (7), âf (t) is the estimate of the filtered longitudinal
acceleration defined as follows:

âf
Δ= Wf θ̂ (9)

where Wf (t) ∈ R
1×2 is the filtered regression vector given by

Ẇf = −βoWf + βoW (10)

where Wf (t0) = [0 0], and βo was introduced in (8). In (9),
θ̂(t) = [θ̂1 θ̂2]T ∈ R

2 is the estimate vector of the unknown
parameters. From (2), (8), and (10), it is possible to write the
following:

ȧf + βoaf = Ẇfθ + βoWfθ. (11)

Taking the time derivative of (9) and utilizing (10), we get

˙̂af + βoâf =
d

dt
(Wf θ̂) + βoWf θ̂. (12)

By subtracting (12) from (11) and utilizing (7) and (10), the
resulting expression can be written as follows:

ε̇ + βoε =
d

dt
(Wf θ̃) + βoWf θ̃ (13)

where θ̃(t) ∈ R
2 is the estimated parameter error signal

defined as

θ̃
Δ= θ − θ̂. (14)

From (13), it is clear that an unmeasurable form of the predic-
tion error ε(t) can be written as

ε = Wf θ̃. (15)

A continuous-time least-squares update law is employed to
estimate the unknown parameters described by [12]

˙̂
θ

Δ= −Kls

PlsW
T
f ε

1 + γWfPlsWT
f

(16)

where Kls is a constant diagonal gain matrix, γ is a positive
constant gain, ε(t) was defined in (7), Wf was defined in (10),
and Pls(t) is the covariance matrix. Matrix Pls(t) is generated
by the covariance propagation equation, which is described as
follows [12]:

Ṗls
Δ= −Kls

PlsW
T
f WfPls

1 + γWfWT
f

(17)

where Pls(t0) = k0I2, k0 ∈ R
+ is a constant gain, and I2 ∈

R
2×2 is the standard 2 × 2 identity matrix. The vehicle’s

estimated mass M̂(t) ∈ R is given by

M̂
Δ=

1

θ̂1

(18)

and the estimated road grade β̂(t) ∈ R is obtained by

β̂
Δ= sin−1(θ̂2) − βμ. (19)

Remark: From (18), special care needs to be taken to avoid
θ̂1(t) = 0. To achieve this condition, the projection algorithm,
as described in [12, Sec. 2.3.1], must be utilized. This algorithm

takes θ̂1(t) and ˙̂
θ1(t) into account to keep θ̂1(t) > 0 while

maintaining stability and convergence of the least-squares es-
timation strategy.

Theorem 3.1: The least-squares update law, as described by
(16) and (17), ensures θ̃(t) → 0 as t → ∞, provided that four
sufficient conditions are met.

1) The plant of estimation is strictly proper.
2) The input is piecewise continuous and bounded.
3) The output of the plant of estimation is bounded.
4) The following persistence of excitation condition [12]

holds:

α1I2 ≤
t+δ∫
t0

WT (τ)W (τ)dτ ≤ α2I2 (20)

where α1, α2, and δ ∈ R
+ are constants, and W (·) is

defined by (3) and (4).

Proof: To prove θ̃(t) → 0 as t → ∞, [12, Th. 2.5.3] is
directly followed. To prove that sufficient condition 1 is valid,
the plant of estimation, as described in (8), can be written as
follows:

af (s)
a(s)

=
βo

s + βo
(21)

where the vehicle’s longitudinal acceleration a(t) is the input
of the plant of estimation. From (21), the plant is shown to
be strictly proper. To prove that sufficient condition 2 is valid,
from (1) and Assumption 1, it can be proven that a(t) is
piecewise continuous and bounded. To prove that sufficient
condition 3 is valid, (8) and standard linear analysis tools are
utilized to show that af (t), ȧf (t) ∈ L∞, therefore proving
that the output of the plant of estimation is bounded. The rest
follows the proof in [12].
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Remark: For Theorem 3.1 to be valid, the unknown param-
eters θ1 and θ2 are assumed to be constant or slowly time vary-
ing; hence, θ̇(t) ≈ 0. Based on the system dynamics defined
in (1) and the definitions made in (5) and (6), it is clear that
θ1 = 1/M (hence, θ̇1(t) = 0) and that θ2(t) = sin(β(t) + βμ).
Under normal highway conditions, it is apparent that the con-
dition will occur when θ̇2(t) �= 0. Under these circumstances,
the least-squares estimation strategy will not completely work;
hence, θ̂(t) �= θ. For these cases, a subsequently developed non-
linear estimator is designed to estimate the time-varying road
grade. As shown in subsequent experimental results, the least-
squares estimation strategy does provide a good estimation
for the vehicle’s mass; hence, this strategy is not abandoned.
With this in mind, the authors propose a two-stage approach to
estimate mass and road grade.

B. Nonlinear Estimator Development

For the nonlinear estimator development, Assumption 4, as
defined in Section II, is redefined as follows:

Assumption 4: Road grade β(t) is assumed to be an un-
known time-varying bounded function, where β(t), β̇(t), β̈(t)∈
L∞. The vehicle mass is assumed to be a known constant.
To facilitate the design of the nonlinear estimator, the system
model from (2) can be rewritten as

a = W1θ1 + f (22)

where W1(t) ∈ R is the first element of the regression vector,
as defined in (3); θ1 is the first element of the parameter vector,
as defined in (5); and f(t) is the remaining terms from the
dynamic model, as defined in (1), and is written as

f =
−g

cos(βμ)
sin(β + βμ). (23)

Velocity estimator error signal e(t) is defined as

e
Δ= v − v̂ (24)

where v̂(t) denotes the following velocity estimate:

v̂ =

t∫
t0

W1(σ)θ1(σ)dσ +

t∫
t0

f̂(σ)dσ (25)

where f̂(t) is the subsequently designed nonlinear estimator. In
an effort to complete the design, the time derivative of (24) is
taken and can be written as follows:

ė = v̇ − ˙̂v. (26)

Upon utilizing (25), an expression for ˙̂v(t) can be written as

˙̂v = W1θ1 + f̂ . (27)

Substituting (22) and (27) into (26), the simplified expression
can be written as

ė = f̃ (28)

where estimator error f̃(t) is

f̃
Δ= f − f̂ . (29)

From the structure of (28) and the subsequent stability analysis,
a proportional–integrallike nonlinear estimator is designed to
identify f(t), which generates a road grade estimate β̂(t). This
estimator is formulated as

f̂
Δ= (k1 + 1)

⎡
⎣e(t) − e(Tls) +

t∫
t0

e(σ)dσ

⎤
⎦ +

t∫
t0

k2sgn(e(σ)) dσ

(30)

where k1, k2 ∈ R
+ are constant gains, and sgn(·) is the signum

function. To facilitate the subsequent analysis, an auxiliary
error signal s(t) is defined as

s
Δ= ė + e. (31)

Taking the time derivative of (31) provides the following dy-
namic expression for s(t):

ṡ = ḟ − (k1 + 1)s − k2sgn(e) + ė (32)

where the time derivatives of (28)–(30) were all utilized.
Remark: The subsequent theorem proves that the nonlinear

estimator f̂(t) defined in (30) converges to estimate signal f(t).
Based on the definition of f(t) in (23), road grade estimate β̂(t)
can be written as

β̂ = sin−1

(
− f̂

g
cos(βμ)

)
− βμ. (33)

Theorem 3.2: The road grade estimator given in (30) en-
sures that

f̂(t) → f(t) as t → ∞ (34)

provided that estimator gain k2 is selected to meet the following
sufficient condition:

k2 >
∣∣∣ḟ(t)

∣∣∣ +
∣∣∣f̈(t)

∣∣∣ . (35)

Based on Assumption 1 and (23), an upper bound can be shown
to exist for ḟ(t) and f̈(t).

Proof: To prove that f̂(t) → f(t) as t → ∞, a nonnega-
tive function V (t) ∈ R is defined as

V =
1
2
e2 +

1
2
s2 (36)

where e(t) and s(t) were defined in (24) and (31), respectively.
After taking the time derivative of (36) and using (31) and (32),
the following expression can be obtained:

V̇ (t) = e(s − e) + s
(
ḟ − (k1 + 1)s − k2sgn(e) + ė

)
. (37)

The expression can be simplified by utilizing (31)

V̇ (t) = −e2 − k1s
2 + ėḟ + eḟ − k2(ė + e)sgn(e). (38)
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The integral of (38) from t0 to t can be expressed as

V (t) ≤V (t0) −
t∫

t0

|e(σ)|2 dσ − k1

t∫
t0

|s(σ)|2 dσ

+

t∫
t0

ė(σ)ḟ(σ)dσ − k2

t∫
t0

ė(σ)sgn (e(σ)) dσ

+

t∫
t0

e(σ)
(
ḟ(σ) − k2sgn (e(σ))

)
dσ. (39)

After integrating the fourth term on the right-hand side of (39)
by parts and integrating the fifth term on the right-hand side of
(39) with respect to time, the following expression is obtained
for V (t):

V (t) ≤V (t0) −
t∫

t0

|e(σ)|2 dσ + e(t)ḟ(t) − k1

t∫
t0

|s(σ)|2 dσ

− e(t0)ḟ(t0) + k2e(t0)sgn (e(t0)) − k2e(t)sgn(e(t))

+

t∫
t0

e(σ)
(
ḟ(σ) − f̈(σ) − k2sgn(e(σ))

)
dσ.

Provided that k2 is selected according to (35), V (t) can be
further upper bounded as follows:

V (t) ≤ −k0

t∫
t0

|s(σ)|2 dσ −
t∫

t0

|e(σ)|2 dσ + C (40)

where C ∈ R represents the following positive bounding
constant:

C
Δ= V (t0) − e(t0)

(
ḟ(t0) − k2sgn (e(t0))

)
. (41)

From the structure of (40) and the definition in (41), it is
proven that V (t) ∈ L∞; hence, s(t), e(t) ∈ L∞. Since s(t),
e(t) ∈ L∞, (31) can be used to prove that ė(t) ∈ L∞. From
Assumption 1 and the definition in (23), it is possible to demon-
strate that ḟ(t) ∈ L∞. From the fact that ḟ(t), s(t), e(t), and
ė(t) ∈ L∞, it is clear from (32) that ṡ(t) ∈ L∞. The inequality
defined by (40) can be used to prove that s(t), e(t) ∈ L2. Since
s(t), e(t), ṡ(t), ė(t) ∈ L∞ and s(t), e(t) ∈ L2, then Barbalat’s
lemma can be used to prove that |s(t)| and |e(t)| → 0 as t →
∞, and based on (28) and (29), it is clear that f̂(t) → f(t) as
t → ∞, thus completing the proof of Theorem 3.2.

IV. RESULTS WITH SIMULATED DATA

The two-stage estimator proposed in Sections III-A and B
was first tested using simulated data. Two simulated data sets
were created: one with step changes in road grade and one
with sinusoidal grade variation. A constant vehicle mass of
M = 20 000 kg was assumed for both data sets. Persistent
excitation is required for the accurate estimation of parameters,
which was enforced by choosing a sufficiently varying fueling

Fig. 2. Estimation results for simulated data when the grade is varied in steps.

profile. The engine torque signal was calculated based on this
fueling command; in addition, a random noise signal was added
to the torque signal to reflect a more realistic situation. It was
assumed that brakes are not applied and that there is no gearshift
during simulation.

Fig. 2 shows the estimation results when the road grade
changes in steps. The mass estimate reaches within 10% of its
actual value within 7 seconds. After about 7 seconds, as the
mass estimate nears its actual value, the estimate of the grade
also accurately tracks the actual grade. The maximum root-
mean-square (RMS) error for the estimate of the grade is 0.2.
Fig. 3 shows the same for sinusoidal variation of the grade
profile, and the maximum RMS error for the estimate of the
grade is 0.4.

V. RESULTS WITH EXPERIMENTAL DATA

With the two-stage estimation strategy proven effective with
simulated data, the algorithm was next tested with several
experimental data sets obtained during road tests at Eaton. In
implementing this strategy, we deviated from the theoretical de-
velopment of Section III-B, which requires vehicle mass M to
be known a priori. Instead, the vehicle mass is estimated using
the adaptive least-square method in Section III-A and utilized
in place of the known mass M in the nonlinear grade estimator
development for the experiment. The following experimental
results demonstrate the proof of concept of this theoretical
deviation. To implement this approach, the following changes
are required. Velocity estimate v(t), as defined in (25), is
modified as follows:

v̂ =

t∫
t0

W1(σ)θ̂1(σ)dσ +

t∫
t0

f̂(σ)dσ (42)
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Fig. 3. Estimation results for simulated data when the grade is sinusoidally
varied.

where θ̂1(t) is generated by the least-squares estimator, as
defined in (16). The expression. as defined by (43), is also
modified as follows:

˙̂v = W1θ̂1 + f̂ . (43)

Based on the new definitions of (42) and (43), these adjustments
affect e(t), ė(t), and s(t), although their definitions remain
unchanged. The definition of the nonlinear estimator, as defined
in (30), also remains unchanged.

An accurate model of the drivetrain was not available, and
the brake pressure values were also not available, resulting
in spikes in the road grade estimate whenever the clutch was
not fully engaged or the brake was applied. To remedy this
problem, during clutch disengagement and the braking period,
the grade estimate is taken as its latest value calculated just
before clutch disengagement or the braking period. However,
even after full engagement of the clutch, we observed the spikes
in the grade estimate. The drivetrain vibration subsequent to
clutch engagement may be the cause of this problem. To reduce
the spikes in the grade estimate, the estimate of the road grade
is discarded for 40 additional sampling times (0.4 s) after clutch
engagement. Instead, the latest estimate obtained before the
clutch disengagement is used. The same strategy is used during
the braking periods.

The experimental data sets were obtained at Eaton from
an HDV with automated manual transmission. The data were
obtained from the Engine Control Module through J1939, the
driveline control module, and the clutch control module. The
truck was driven on three different roads, which were referred
to data sets 1–3. Each experimental run was selected to demon-
strate varying road and load conditions. At each experimental
run, the total vehicle mass was modified by changing the
payload and was known a priori.

Fig. 4. Estimation results for data set 1.

For all experimental runs, the least-squares estimator gains
were chosen to be

β0 = 5 γ = 5

Kls = diag{69, 40}
Pls(t0) = diag{1, 1} (44)

where diag{·} represents the diagonal elements of a 2 × 2
matrix. The nonlinear estimator had the following gain values:

k1 = 7 and k2 = 10.

A. Experiment 1

For this experiment, we selected 450 seconds of data from
the data set referred to as data set 1. The total vehicle mass
was approximately M = 12 400 kg. Fig. 4 shows the results of
the least-squares mass estimator, as defined in Section III-A,
along with the results of the nonlinear road grade estimator.
From the result of the mass estimate, it is clear that this strategy
provides a mass estimate M̂(t) that is very close to the actual
vehicle’s mass when t ≥ 20 s. The maximum percent error in
mass after 20 s is less than 5%. Once the estimate of mass
converges to the actual mass, the nonlinear road grade estimator
also very closely tracks the actual grade, and the RMS error in
the estimate of road grade is 0.55.

B. Experiment 2

For this experiment, we selected 200 seconds of data from the
data set referred to as data set 2, for which the total vehicle mass
is M = 14 000 kg. Fig. 5 shows the results of the least-squares
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Fig. 5. Estimation results for data set 2.

Fig. 6. Demonstration of the sensitivity of the grade estimator to errors in
mass estimate.

mass estimator, as defined in (16), and the nonlinear road grade
estimator, as defined in (30). From Fig. 5, it is clear that this
strategy provides an accurate mass estimate M̂(t) of the actual
vehicle mass when t ≥ 10 s. The percent mass error for t ≥ 10 s
is less than 3%, and the RMS error in grade is about 0.6.

C. Experiment 3

For this simulated experiment, we exploit a potential
weakness in our estimation scheme. Due to the fact that our
two-stage approach requires an estimation of the mass to
subsequently estimate the road grade, we wanted to see how
sensitive the road grade estimation was to potential estimation
mass error. With this in mind, we modified our simulation test
bed to artificially inject a mass estimation error and reran the
data set from Experiment 1. We introduced 15% and 20% mass
estimation errors into the simulation testbed. Fig. 6 shows the
effect that the individual mass estimation error signals has on
road grade estimation β̂(t) when applied to the data set from
Experiment 1. From Fig. 6, it is clear that the injected mass

TABLE I
RMS ERROR IN GRADE FOR DIFFERENT PERCENT MASS ERRORS

FOR DATA SET 1

Fig. 7. Estimation results when data sets 1 and 3 are ran in series.

estimation error does not significantly influence the estimate of
road grade β̂(t). Table I shows the RMS error in the estimate
of road grade for different mass errors. We have neglected the
initial 50 s of data to calculate the RMS error.

D. Experiment 4

To check the robustness of the two-stage algorithm against
changes in vehicle loading, data set 1 was run, followed by
data set 3. This is another “simulation” case of putting two
experimental data sets together, which can represent an actual
operation of heavy trucks, i.e., loaded and then unloaded during
a business trip. The mass of the truck for data set 1 is M =
12 400 kg, and that for data set 3 is M = 7000 kg. Fig. 7 shows
the result for the estimated mass and grade, compared with the
actual mass and grade profile. The spikes in the estimate of
mass when there is change in mass at about t = 400 s are due
to the resetting of the covariance matrix when the vehicle stops
and before it starts a new run; this allows the estimate of mass
to converge to the actual mass. The estimate of grade also very
closely follows the actual grade.

VI. CONCLUSION

This paper has developed a model-based two-stage estima-
tion strategy to determine an HDV’s mass and road grade. The
first stage of this approach utilized an adaptive least-squares
estimation strategy to determine the vehicle’s mass. Due to the
time-varying nature of the road grade, a nonlinear estimator that
can be utilized to obtain accurate road grade estimation was
developed. The estimation results using simulated data and ex-
perimental data sets show excellent tracking for both estimated
parameters. The estimation results follow the actual parameters
with good accuracy, even during the braking phase or when
the clutch is not fully engaged. The algorithm presented here
estimates the vehicle mass and road grade, which can be utilized
in advanced vehicle-control systems. An estimation analysis
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proved for both stages that, under a set of qualifying conditions,
both the mass and road grade can be estimated. Experimental
results were presented, illustrating the feasibility and robustness
of the two-stage estimation strategy.
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