Simulation of particle deposition beneath Faraday waves in thin liquid films
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Simulations are presented of particle deposition beneath shallow, standing capillary waves. The standing waves occur on the surface of a thin liquid film. The film is sufficiently thin such that the wave motion affects the trajectories of the settling particles. The simulations reveal that particles of all size tend to accumulate at specific nodal regions beneath the waves, and that there is an optimal particle diameter for which this accumulation is maximized. The diameter at which this maximal accumulation occurs is a function of the wave field, the fluid thickness, the particle density, and the fluid properties. The accumulation is quantified by the standard deviation of the final location of the settling particles and plots are presented of this standard deviation as a function of particle diameter. Previous experimental work has shown that this method can be implemented by generating standing Faraday waves on the surface of thin films of a liquid/particulate mixture. The present work shows how these films can be tailored via the particle diameter, liquid thickness, and wavelength. Some aspects relevant to the practical implementation of the method are also discussed. © 2005 American Institute of Physics. [DOI: 10.1063/1.1884111]

I. INTRODUCTION

Standing waves create a velocity field beneath the water surface that can influence the motion of settling particles. Because the velocity field decays rapidly with depth, it has a minimal effect on the pattern of particulate deposition on the bottom boundary when the water is deep (i.e., the water depth is greater than a few wavelengths). However for the shallow wave case the wave motion affects significantly the velocity field at locations ranging from the liquid surface all the way to the bottom boundary. At the bottom boundary, the existence of a no-slip boundary condition combined with the oscillatory wave motion results in oscillatory boundary layers which have a significant effect on the ultimate location of settling particles.

In our earlier work we presented the equations for the oscillatory boundary layers for shallow standing waves showing that settling particles should collect at specific accumulation points. We then presented experiments where standing capillary waves were created on thin liquid films in the form of Faraday waves. The wavelength and film thickness were both about a millimeter. Talc particles suspended in this thin liquid film deposited in a pattern that mirrored the standing wave field, demonstrating that this method can be applied in practice to create patterned, particulate films, which we referred to as “Faraday films.” A simple simulation of the particle deposition was presented in that earlier work. Herein we present a more sophisticated and detailed simulation of the particle deposition showing the effect of particle diameter and liquid film thickness. Water is the working fluid in all simulations.

A recapitulation is now presented of the equations describing the velocity field beneath shallow capillary waves, presented in Wright and Saylor. This is a synthesis of the equations initially developed by Miche, Lin et al., and Noda.

A. The velocity field beneath a standing wave

A second-order potential flow solution for the velocity field \((u, v)\) beneath finite depth standing waves, was developed by Miche,

\[
\begin{align*}
\mathbf{u}(x,y) &= 2hb \frac{\cosh \left[ a(H-y) \right]}{\sinh (aH)} \cos (ax) \cos (bt) \\
&+ \frac{3}{2} \frac{h^2 ab}{\sinh^2 (aH)} \cosh \left[ 2a(H-y) \right] \sin (2ax) \sin (2bt),
\end{align*}
\]

(1)

\[
\begin{align*}
\mathbf{v}(x,y) &= -2hb \frac{\sinh \left[ a(H-y) \right]}{\sinh (aH)} \sin (ax) \cos (bt) \\
&+ \frac{3}{2} \frac{h^2 ab}{\sinh^2 (aH)} \sinh \left[ 2a(H-y) \right] \cos (2ax) \sin (2bt),
\end{align*}
\]

(2)

where \(H\) is the thickness of the liquid layer, \(2h\) is the wave amplitude, \(x\) is the lateral dimension, \(\lambda\) is the wavelength, \(a=2\pi/\lambda\), \(\tau\) is the wave period, \(b=2\pi/\tau\), and \(y=-z\) is the distance from the flat water surface into the fluid (y is positive in the downward direction). Equations (1) and (2) provide accurate velocities away from the bottom boundary. However, because they are potential flow solutions, they fail to predict the existence of boundary layers near the bottom boundary. Lin et al. developed a solution for the \(u\)-direction velocity field in these boundary layers using Miche’s second-order inviscid solution and the work of Noda.
Here \( u_{\text{dm}} \) is the maximum velocity (the velocity outside the boundary layer),

\[
u_{\text{dm}} = \frac{2bh}{\sinh(aH)}.
\]

\( \delta \) is the Stokes characteristic length,

\[
\delta = \sqrt{\frac{2\nu}{b}}.
\]

\( \nu \) is the kinematic viscosity and \( z \) is the distance from the bottom boundary [note that in Eq. (3) the sense of \( z \) is opposite that used in Eqs. (1) and (2)]. Equation (3) provides the oscillating boundary layer profile (\( u \) versus \( z \)) at different lateral points beneath the wave.

Boundary layer profiles are presented in Figs. 1–3 for \( x=\lambda/8, \lambda/2, \) and \( 7\lambda/8, \) respectively. In each figure, 40 profiles are plotted over the entire wave cycle (only 20 are visible in Fig. 2 due to overlapping during the course of a single wave cycle). Note that in Fig. 1 the profiles exhibit a slight leftward asymmetry, in Fig. 2 the profiles are symmetric about the vertical axis, and in Fig. 3 they exhibit a slight rightward asymmetry. The \( x \) locations which exhibit an asymmetric set of boundary layer profiles are locations where there is a net horizontal flow of fluid over an integral number of wave cycles in the thin liquid film. Figure 4 presents this net flow as a function of \( x \). The values presented in this figure were obtained by integrating the boundary layer profiles over one wave period. In the computations used to create Figs. 1–4, the working fluid was water and the parameters were \( \lambda=5 \) mm, the fluid thickness was \( 0.55 \) mm, and the wave amplitude was \( \lambda/10 \) (0.5 mm). Note that these numbers differ slightly from the work of Wright and Saylor, where the fluid thickness was 2.5 mm.

Figure 4 shows that there are regions beneath the wave where the net flow results in a collection point. For example,
at $x=\lambda/2$, the flow is negative to the right of this point and positive to the left of this point, indicating that a particle in this locale would migrate toward $\lambda/2$ as it settled. In contrast at locations such as $x=\lambda/4$, the flow is negative to the left of this point and positive to the right of this point, which would cause particles to be swept outward from this point. The experiments presented in Wright and Saylor\textsuperscript{1} confirmed the existence of the aforementioned accumulation points. This work indicated that settling particles deposited in patterned films where the two-dimensional pattern of collection points mimicked the standing wave field (Faraday waves in this case) that existed on the liquid surface. A sample image of
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\caption{Boundary layer profiles at $x = \lambda/2$ plotted over a single wave period.}
\end{figure}
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\caption{Boundary layer profiles at $x = 7\lambda/8$ plotted over a single wave period.}
\end{figure}
such a pattern is presented in Fig. 5. This image of the dried particulate film appears very much like the Faraday wave field that produced it.

The ability to create patterned particulate films is important in several fields. One area is the generation of templates for the development of scaffolds in tissue engineering, where these scaffolds serve as a support structure during tissue growth. The Faraday films described here may be used to create such scaffolds via the repetitive deposition of these particulate films. Another application of Faraday films is in nanoscience where the manipulation of nanoparticles shows great promise to a variety of applications. An ability to attain better control over the quality of Faraday films like those presented in Fig. 5 may enable the development of nanoparticulate films. Deposition of particulate photonic materials in regular patterns is critical to the development of flat panel displays and other display technologies providing yet another application of the Faraday films described herein. Finally, the characterization of potential catalytic materials requires the controlled deposition of particles in a structured pattern which may be achieved using Faraday films.

B. Control of particulate films

The patterns generated in Faraday films can be controlled in several ways. First, the resulting particulate pattern mirrors the standing wave field, and the wavelength of the particulate pattern can be changed simply by changing the wavelength of the Faraday waves excited on the liquid surface. This can be done by varying the excitation frequency, providing a very simple means of controlling the particulate pattern scale. Even finer control of the particulate pattern may also be attainable. A particle settling through the oscillatory boundary layers shown in Figs. 1–3 will experience a fall path, or trajectory, that depends on its initial location, diameter, density, the wave field and the liquid film thickness. For example, Fig. 6 shows how the net flow can be varied with the fluid thickness (all other variables being held constant). This plot indicates that for constant wave amplitude, the magnitude of the net flow decreases as the fluid thickness increases. Since this flow determines, partially, the final location of the particles, the fluid thickness can be used as a tuning parameter to adjust the characteristics of the resulting particulate film. Another way in which the particulate
film characteristics can be tailored is by changing the particle diameter. As the particle diameter increases, the degree to which it follows the oscillatory flow changes, causing particles of different diameter to settle in different locations, even if they start at the same initial position. The ability to tailor characteristics of the particulate film by changing the thickness of the liquid film or the diameter of the settling particles has not been addressed and is the subject of the present work.

Patterning particulate films as the particle size gets very small raises a problem concerning the ability of the particles to settle. The particles used in creating the sample film presented in Fig. 5, were relatively large talc particles that settled quickly. Very small particles will not settle due to gravitational forces alone in any reasonable period of time. Accordingly, an alternative settling force must be implemented, such as an electric field. In this scenario, the settling velocity would be controlled by the field strength. Normally, when particles settle due to gravity, the time that a particle would spend in the oscillatory boundary layer is determined by the particle mass and diameter, which would determine its terminal velocity. However, if the particles are forced to settle via a user-controlled velocity, the time that the particles spend in the oscillatory field is set by the user. In the work presented herein, the particle settling rate is arbitrarily set, for each film thickness considered, so that all particles settle at the same rate, regardless of their diameter or density. In this way the effect of the oscillatory velocity field is separated from the effect of terminal velocity which, as noted above, may be arbitrary.

In the following section the computational method used to simulate the deposition of particles is described. The trajectories of a set of particles are simulated, and the results of these simulations are then presented. Parameters which are varied in these simulations are particle diameter and film thickness. The wavelength \( \lambda \) is set to a fixed fraction of the film thickness, so while \( \lambda \) changes for each case, it is not an independently varied parameter. The reason for keying film thickness to wavelength is that the fluid flow caused by the standing waves is only significant near the bottom boundary when the liquid thickness is comparable to the wavelength. Having liquid thicknesses several \( \lambda \) in extent would have minimal effect on particulate deposition.

\section*{II. COMPUTATIONAL METHOD}

To study the deposition behavior of particles beneath a standing wave field, a set of initial locations was required for the particles considered. Because the net transport of particles is due to the asymmetries of the oscillatory boundary layers that are prominent near the bottom boundary, an array of particle initial conditions was located just outside of the boundary layer region. Ninety particles were investigated, organized initially in a rectangular grid, as shown in Fig. 7(a).

Two particle types were considered. The first particle type has a density twice that of water, which is the liquid used in all simulations. These are referred to as “SG2 particles” hereinafter since they have a specific gravity of two. A range of particle diameters were considered for the SG2 particles. The second particle type considered were massless particles, i.e., particles that followed the flow perfectly and settled at the same rate as the SG2 particles. These massless particles show the limiting case of an actual particle as its mass approaches zero. The goal of these simulations was to...
show the effect of particle diameter on the deposition pattern of SG2 particles. The massless particles are used as a baseline for comparison.

As described in Sec. I, the settling velocity for all particles is artificially set so that all particles spend the same amount of time in the oscillatory boundary layer. Hence, the time required for the particle to “fall” to the solid substrate is not determined by the particle mass and diameter as would normally be the case. In this way we separate out the settling time effect on the resulting deposition pattern. The settling speed was set so that the upper layer of particles fell to the solid substrate in 400 wave cycles. Since the upper layer of particles was located at \( z = 4.25 \delta \), the settling speed was

\[
    v_s = \frac{4.25 \delta}{400 \tau}.
\]

The choice of 400 cycles was made based on a trade-off between computational efficiency and permitting a significant amount of particle accumulation (the longer the particles reside in the boundary layers, the greater the degree of accumulation).

Since there are no inertial effects present for the massless particles, their positions were determined by a simple forward differencing of the velocity field. Hence, the \( x \) and \( y \) locations of the massless particles \( (x_m, y_m) \) were determined by

\[
    x_m(t + \Delta t) = x_m(t) + u(x_m, y_m) \Delta t
\]

and

\[
    y_m(t + \Delta t) = y_m(t) + v_s(x_m, y_m) \Delta t, \tag{8}
\]

where \( u \) is determined from Eq. (3) and \( v_s \) from Eq. (6). For the SG2 particles, the particle positions \( (x_p, y_p) \) were determined as follows. First the drag on the particle was computed according to

FIG. 7. Locations of massless (●) and SG2 (○) particles. (a) Initial locations of particles, (b) after 200 wave cycles, (c) after 300 wave cycles, and (d) after 400 wave cycles. In this sample simulation, \( \lambda = 5 \) mm and the diameter of the SG2 particles was 170 \( \mu \)m.
Equation according to velocity parameter: where $\text{Re}$ is the Reynolds number based on the particle velocity. $C_d$ is defined as

$$C_d = \frac{24}{\text{Re}} + \frac{6}{(1 + \sqrt{\text{Re}})} + 0.4,$$

(11)

where $\text{Re}$ is the Reynolds number based on the particle diameter:

$$\text{Re} = \frac{u_p d}{\nu},$$

(12)

Equation (11) is valid for $0 \leq \text{Re} \leq 2 \times 10^5$. The $x$-direction SG2 particle acceleration $a_p$ was then computed according to

$$a_p(x_p,y_p) = \frac{F_d(x_p,y_p)}{m_p},$$

(13)

where $m_p$ is the mass of the particle. The SG2 particle velocity $u_p$ and position $x_p$ were updated by forward differencing according to

$$u_p(t + \Delta t) = u_p(t) + a_p(x_p,y_p)\Delta t$$

(14)

and

$$x_p(t + \Delta t) = x_p(t) + u_p(x_p,y_p)\Delta t.$$  

(15)

The $y$ locations of the SG2 particles are determined as for the massless particles, namely,

$$y_p(t + \Delta t) = y_p(t) + u_p(x_p,y_p)\Delta t.$$  

(16)

Simulation of the above equations provides an accurate trajectory of the particle paths, assuming that the forces acting on the particles are due solely to drag from the surrounding fluid. It is implicitly assumed that other influences do not occur, such as particle-particle interactions, investigated, for example, by Voth et al.\textsuperscript{14} Hence, the simulations presented here may not be accurate in high-concentration slurries. Also ignored are shear induced particle motion such as that investigated by Eckstein et al.\textsuperscript{12} and Leighton and Acrivos.\textsuperscript{13–15} This is left for future work.

For all of the simulations presented here, the wave amplitude was $2h=0.1\lambda$, the liquid thickness was $H=0.55\lambda$, and the liquid was water. A characteristic velocity can be computed as $2hf$ where $f$ is the wave frequency, computed from the shallow water limit of the dispersion relationship for capillary waves,

$$f = \frac{2\pi}{\lambda^2} \sqrt{\frac{yH}{\rho}}$$

(17)

where $H$ is the liquid layer thickness, $y$ is the liquid surface tension, and $f$ is the wave frequency.\textsuperscript{16} Using this characteristic velocity, a value for $\text{Re}$ can be computed for each of the particle diameters computed. This value of $\text{Re}$ was less than $2 \times 10^5$ for all wavelengths and particle diameters presented here. Hence, Eq. (11) is valid for the results presented herein.

Smaller particle diameters required smaller values of $\Delta t$ to maintain computational stability. The range of $\Delta t$ was $\pi/100 \ 000 < \Delta t < \pi/750$. The appropriate value was determined by convergence plots, an example of which is presented in Fig. 8 which shows the final deposition location of a particle as a function of the number of iterations per wave period. For this particular particle diameter ($d=100 \ \mu m$) and

![Simulation of particle deposition](image-url)

FIG. 8. Plot showing the final deposition $x$ location of a massless particle and the SG2 particle as a function of the number of iterations per wave period. The diameter of the SG2 particle was 100 $\mu m$. This was for $\lambda=5$ mm and a fluid thickness of 2.75 mm.
wavelength ($\lambda=5\,\text{mm}$) combination, the result approaches an asymptotic value at about 1000 iterations per period for both the massless and SG2 particles.

### III. RESULTS

An example simulation is presented in Figs. 7(a)–7(d) showing the locations of 90 massless particles and 90 SG2 particles as they travel vertically downward through the oscillating boundary layers. The initial locations of both sets of particles are identical, as indicated in Fig. 7(a). The positions of these particles after 200, 300, and 400 wave cycles are presented in Figs. 7(b)–7(d), respectively. In this simulation the wavelength is 5 mm, the fluid thickness is 2.75 mm, and the diameter of the SG2 particles is $d=170\,\mu\text{m}$. The SG2 particles follow a different path than the massless particles, clustering closer together at the accumulation points. As will be shown below, this behavior changes with the diameter of the SG2 particles and with the liquid layer thickness. Note that the domain presented in Fig. 7 and subsequent figures which show particle locations, is a very small fraction of the total liquid layer thickness; it is this region where the boundary layer profiles presented in Figs. 1–3 show significant changes with depth and have a significant effect on particle deposition.

As noted in Sec. II, the settling velocities of the SG2 particles and the massless particles are forced to be the same. Figure 7(d) reveals that, in spite of this, the final locations of the massless particles and the SG2 particles differ due to the effect of inertia on the SG2 particles. For the case presented in Fig. 7(d), the SG2 particles cluster closer together than the massless particles. To quantify the degree of clustering, the standard deviation $\sigma$ was computed for both groups of particles. Here $\sigma$ is the standard deviation of the $x$ locations of the particle group about the accumulation point. To facilitate comparison among cases, the standard deviation was scaled to the wavelength, i.e., $\sigma/\lambda$. Since the particles migrate toward a final location at either of the three accumulation points in the domain, $x/\lambda=0$, 0.5 or 1.0, each of which behaves the same as the other, only the standard deviation of those particle accumulating about one of these nodes needs to be computed. The standard deviation was computed using only those particles closest to $x/\lambda=0.5$. Plots of $\sigma/\lambda$ versus $d$ are presented in Fig. 9 for the four different wavelengths that were simulated, $\lambda=5\,\mu\text{m}, 50\,\mu\text{m}, 500\,\mu\text{m}$, and 5 mm, which correspond to liquid layer thicknesses of $H=2.75\,\mu\text{m}, 27.5\,\mu\text{m}, 275\,\mu\text{m}$, and 2.75 mm. Note that, as described above, the fluid thickness was set to $H=0.55\lambda$. Because the massless particles cluster in the same way regardless of the SG2 particle characteristics, the value of $\sigma/\lambda$ remains constant for them. The horizontal line in Fig. 9 is $\sigma/\lambda$ for the massless particles which does not change with $\lambda$. The plots presented in Fig. 9 display a global minimum, the significance of which is discussed below. To the right of this minimum, the particle diameters eventually extend into a nonphysical region, i.e., a region where the particle diameter exceeds the liquid film thickness. The plots are extended into this region solely to illustrate the limiting infinite diameter behavior.

Figure 9 reveals several important characteristics of particle settling. First consider the behavior of very small and very large particles. Using the $\lambda=5\,\mu\text{m}$ plot as an example, for small particle diameters ($d\rightarrow10^{-8}\,\text{m}$), the values of $\sigma/\lambda$ for the SG2 particles and massless particles are identical. This is expected, since the SG2 particles are themselves approaching massless behavior. For large diameters ($d\rightarrow10^{-2}\,\text{m}$) the oscillatory boundary layers have a smaller and
smaller effect on the particle trajectory until the particles fall straight down and display a value of $\sigma/\lambda$ independent of $d$. This only occurs in a nonphysical regime where $d$ is larger than the liquid film thickness. Therefore, for all practical purposes, the oscillatory boundary layers have some finite effect on the particle deposition locations for all diameters, at least for a particle having a specific gravity of 2.0, as considered here.

Another important characteristic of Fig. 9 is the existence of two local minima in each of the four plots. The global minimum appears to be of equal magnitude for all four $\lambda$ considered. The existence of a global minimum indicates that settling particles are maximally clumped together by the velocity field when the particle diameter is at neither its largest or smallest value, but rather at an intermediate value of $d$. The other local minimum appears to be more pronounced as $\lambda$ increases, however, this minimum is of purely academic interest since the diameter at which it occurs is in the region where the diameters are nonphysical (the diameters are comparable to or larger than the film thickness).

Finally, all four of the $\sigma/\lambda$ versus $d$ plots are very similar in appearance and it seems that by scaling $d$ to some value, all four would overlap. Such a scaling is not achieved using $\lambda$, however, since the location of the global minimum shifts by less than a factor of 10 when moving from plot to plot, while $\lambda$ changes by exactly 10. To ascertain the similarity of all four plots, the diameter $d_{min}$ at which the global minimum occurred in each plot was used to scale $d$ for each plot. Figure 10(a) presents $d_{min}$ plotted against $\lambda$. Figure 10(b) presents the data from Fig. 9 replotted with $d$ scaled to $d_{min}$. As the figure illustrates, the data collapse quite well, with only small deviations observed at large $d$.

IV. DISCUSSION

A more detailed picture of what causes the $\sigma/\lambda$ behavior presented in Figs. 9 and 10 can be obtained using particle trajectories. Sample trajectories of particles were stored during the settling process and are plotted in Fig. 11. In each of Figs. 11(a)–11(f) a different SG2 particle diameter is considered, ranging from 10 $\mu$m to 1 cm. The trajectories of the massless particles are, as expected, identical for each frame. Note that frames (e) and (f) present trajectories for a 1 mm and a 1 cm particle, which are nonphysical results since the film thickness is only 2.75 mm. They are included to illustrate the limiting case behavior.

Figure 11(a) shows particle trajectories that are identical for both the SG2 and massless particles. Hence, for an SG2 particle having a diameter of 10 $\mu$m, the particle behaves as if it has no inertia and follows the flow perfectly; the trajectories and final locations coincide for both particle types. The trajectories show a general sweeping of the particles toward the accumulation points as they fall, which is caused by the asymmetries in the velocity profiles described earlier. In frames (b) and (c), the SG2 particles deviate from the massless particle trajectories, and are swept closer to the center of the accumulation points than the massless particles. This behavior is due, again, to the asymmetries in the velocity profiles, and also to the fact that the motion of a finite mass particle is driven by the drag force which is proportional to the square of $u_A$ [Eq. (9)]. Hence, the fact that the velocity is larger in the forward direction than the reverse direction (for example) has a magnified effect on the net rightward motion of an SG2 particle when compared to a massless particle. This idea is further illustrated in Fig. 12 where the results of a simple simulation are presented showing the net motion of an SG2 particle in a one-dimensional oscillatory flow where for the first part of the oscillation cycle the velocity is set to $+1$ m/s for 1 s and then set to $-0.01$ m/s for 100 s in the second part of the oscillation. The net fluid motion is zero, hence a massless particle experiences no net displacement for an integral number of cycles. Figure 12 shows the net displacement of an SG2 particle for 10 oscillation cycles as a function of the diameter. This displacement increases with diameter when the diameters are small. The net displacement begins to decrease around a diameter of 1 m due to the difficulty in accelerating such a large mass in the fixed amount of time provided by 10 oscillation cycles. The net motion for a particle having the specific gravity of gold (19.3) is also presented (gold particles are frequently used in nanoparticle research).

In Figs. 11(d) and 11(e) the SG2 particle trajectories begin to get closer to those of the massless particles again. This is due to two factors. First, as the particle mass gets larger, the trajectory moves away from the curved path of Figs. 11(b) and 11(c) and more toward a straight vertical path. This is even more true in frame (f). A second factor has to do with a detail of the asymmetric velocity profiles. Referring to Fig. 3, for example, the velocity profile shows a net rightward asymmetry. However careful observation reveals that this is in fact true for $z/\delta \gtrsim 1$. For $z/\delta \lesssim 1$ there is a very slight leftward asymmetry. This will contribute to forcing the SG2 particles to curve back toward the path of the massless particles for small $z/\delta$. This is seen in Figs. 11(d) and 11(e).

The above explanation of the particle trajectory behavior is necessarily imperfect in providing an intuitive feel for the particle behavior. The path taken by these particles is a complicated function of the mass and diameter of the particle and the complicated velocity profiles which vary with $x$, $y$ and time.

The deposition results presented here are all one-dimensional while the actual Faraday film patterns created by the process described here are two-dimensional in nature (e.g., Fig. 5). Extension of these results to two dimensions would require simulation of two components of the oscillating boundary layer velocities, rather than just the one component. Hence, extension of the $u$-direction boundary layer equation of Lin et al.\textsuperscript{3} [Eq. (3)] would be necessary. One-dimensional simulations were performed to avoid the additional complexity and computational time necessary to obtain two-dimensional results. The one-dimensional results presented here, however, are useful in that they show the same qualitative behavior that would exist for the two-dimensional case. If one imagines concentration profiles corresponding to line sections through the image presented in Fig. 5, one can see that the accumulation patterns for the two-dimensional case would be much like that presented in
Fig. 7, with each successive line section modulated in intensity.

This paper focuses primarily on the performance of this method as determined by such fluid mechanical characteristics as liquid film thickness, particle diameter, etc. Actual implementation of the method requires attention to certain practicalities that go beyond the scope of this work, but are explored in a preliminary fashion below.

Four different wavelengths were explored in this work: 5 μm, 50 μm, 500 μm, and 5 mm. The liquid film thickness and wave amplitude were set to fixed fractions of this wavelength, as described in Sec. II (thickness, $H=0.55\lambda$; amplitude $2h=0.1\lambda$). This was done to provide a clear view of how the particle deposition behavior was affected by the main length scale of the system. In a practical application of this method to micron-scale patterns, adhering to these values of liquid thickness and wave amplitude becomes unrealistic, however. Table I presents the values of wave frequency, amplitude and fluid thickness that correspond to each of the four values of $\lambda$ considered in this work showing that MHz frequencies are needed to achieve micron scale patterns. While MHz frequencies have been used to generate Faraday
waves (e.g., Eisenmenger\textsuperscript{17}), such frequencies result in accelerations that are unrealistic if the wave amplitude is fixed to a value of 0.1. This can be ameliorated by reducing the wave amplitude, but then one risks creating a wave field that does not create a significant oscillatory boundary layer near the solid substrate, unless the liquid layer thickness is also reduced. Hence, in order to practically realize the patterning of particles at the micron scale using this method, one would

![Trajectories of massless (\textbullet) and SG2 (\textcircled{C}) particles in a water film having a thickness of 2.75 mm and a wavelength of 5 mm. Each frame shows the positions of the particles in the process of falling toward the surface. Each frame differs only in the diameter of the SG2 particle: (a) 10 \( \mu \text{m} \), (b) 50 \( \mu \text{m} \), (c) 170 \( \mu \text{m} \), (d) 500 \( \mu \text{m} \), (e) 1 mm, (f) 1 cm. Frames (e) and (f) present results for a nonphysical particle diameter, but are shown to illustrate limiting behavior.](image)
require wave amplitudes and liquid layer thicknesses that are significantly smaller than those used in the simulations presented here.

One of the practical applications of this work, mentioned earlier, is the patterning of nanoparticles, which present some challenges. One of these is Brownian motion. When dealing with nanoscale particles, the spreading of particles due to Brownian motion can potentially blur any pattern, such as one formed using the method described here. In liquids, we can approximate Brownian motion of nanoscale particles using the diffusion coefficient,

\[
D = \frac{kT}{3\pi\mu d},
\]

where \(k\) is the Boltzmann constant, \(T\) is temperature, \(\mu\) is the absolute viscosity of the liquid film, and \(d\) is the diameter of the particle. Using water as the liquid and considering a particle having a diameter of 100 nm, one obtains \(D = 4.4 \times 10^{-12} \text{ m}^2/\text{s}\) at \(T = 300 \text{ K}\). The characteristic diffusion length

\[
L = \sqrt{Dt}
\]

is about 2 \(\mu\text{m}\) under these conditions for a time interval of one second. This would blur a Faraday film pattern created, for example, using 5 \(\mu\text{m}\) Faraday waves to pattern 100 nm particles. However, it is possible to create these films in a time period significantly less than one second. Again, for the case of 5 \(\mu\text{m}\) Faraday waves, the liquid thickness used in the present simulations was only 2.75 \(\mu\text{m}\) (see Table I) and could be smaller. Forcing the particles to settle in a time period significantly less than one second could be achieved without requiring large settling velocities. For example, in these simulations the settling velocity was set according to Eq. (6) giving \(v_s = 0.018 \text{ m/s}\) for the \(\lambda = 5 \mu\text{m}\) case. Accordingly, the settling time would only be 0.15 ms and \(L\) from Eq. (19) would only be 0.3 nm for \(D = 4.4 \times 10^{-12} \text{ m}^2/\text{s}\), resulting in negligible blurring of a Faraday film comprised of 100 nm particles. Of course further Brownian motion could occur once the particles were deposited, but adhesion of the particle to the substrate, for example, to electrostatic attraction could be used to prevent this.

As the particle diameter becomes smaller, Brownian motion becomes progressively more important and will eventually prevent the use of this method. Hence Brownian motion will serve to set the minimum diameter particle which could be used in this method for a given \(\lambda\). A measure of this minimum diameter \(d_{\text{min}}\) for the conditions considered in the current simulations can be obtained by setting \(L = \lambda\) in Eq. (19). By combining Eqs. (5), (6), (18), and (19), and solving for \(d\), one obtains the diameter at which Brownian motion results in a diffusion length comparable to the pattern scale.

### Table I. Parameters used in simulations.

<table>
<thead>
<tr>
<th>(\lambda (\mu\text{m}))</th>
<th>(f (\text{Hz}))</th>
<th>(H (\mu\text{m}))</th>
<th>(2h (\mu\text{m}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>5000</td>
<td>111</td>
<td>2750</td>
<td>275</td>
</tr>
<tr>
<td>500</td>
<td>3540</td>
<td>275</td>
<td>27.5</td>
</tr>
<tr>
<td>50</td>
<td>(1.11 \times 10^5)</td>
<td>27.5</td>
<td>2.75</td>
</tr>
<tr>
<td>5</td>
<td>(8.67 \times 10^6)</td>
<td>2.75</td>
<td>0.275</td>
</tr>
</tbody>
</table>

FIG. 12. Net motion of a particle experiencing a one-dimensional oscillatory velocity, where the velocity is 1 m/s in the forward direction for 1 s and 0.01 m/s in the reverse direction for 100 s. The net motion \(x_{\text{net}}\) after 10 of these cycles is plotted as a function of the particle diameter. Particles having a specific gravity of 2 and 19.3 are included.
thereby insuring complete blurring of the pattern. The resulting equation is

$$d_{\text{min}} = \frac{(0.55)(400) kT}{4.25} \frac{\sqrt{\pi}}{3 \pi \mu \lambda} \sqrt{\frac{\pi}{4vf}}$$  \hspace{1cm} (20)

Table II presents the values of $d_{\text{min}}$ obtained using Eq. (20) for the four cases considered herein using water as the liquid and a temperature of 300 K.

Another practical problem associated with applying this method to nanoparticles is that a charged field would be required in order to force deposition. In order for the field to cause particle deposition, charging of the particles would be required. This can be achieved via a variety of methods, however, obtaining the same charge for all particles is difficult. Hence, even for a monodisperse distribution of particle diameters and uniform shapes, variations in charging would result in a distribution of settling rates. The consequence of this would be a blurring of the Faraday film pattern. For example, if one were to select a particle diameter that gives a minimum in the rms of particle spreading, as shown in Fig. 9, for the expected settling rate and liquid film thickness, variations in the actual settling velocity would result in a "detuning" of the deposition so that the particles would not accumulate at the accumulation points as well as expected. This would visually manifest as a blurring of the pattern.

The velocity field beneath a standing wave decays rapidly with distance from the liquid surface. Below a depth of one wavelength, the velocity field is negligible. Hence to utilize small scale Faraday waves to make small scale particulate patterns, a practical problem which arises concerns the ability to maintain liquid films whose thickness is comparable to the Faraday wavelength being employed. At wavelengths down to a few hundred microns this is straightforward. However, for micron scale patterns surface tension effects can cause thin films to breakdown into isolated liquid regions, and high surface tension liquids in general may not be suitable. Low surface tension liquids, such as acetone can be employed, however, their volatility makes difficult the maintenance of such a film over a reasonable period of time, requiring environmental controls capable of maintaining a saturated vapor space above the liquid film. If this is done, however, thin liquid films could be generated by slow condensation onto a temperature-controlled solid substrate.

**V. CONCLUSION**

Computational simulations were presented of particle deposition beneath shallow, standing capillary waves. The simulations showed that the characteristics of the pattern created by particles settling in thin liquid films can be controlled by the particle diameter, the particle density, the wavelength, and the liquid film thickness. It was shown that an optimal particle diameter exists for a given liquid thickness and wavelength for which the accumulation of particles is maximized in the final particulate pattern. The accumulation of these particles was quantified by the standard deviation of the final particle locations about the accumulation points. This standard deviation was plotted against particle diameter, showing a minimum value. These plots showed similar behavior and were easily scaled to overlap with each other. This method has been implemented by creating a Faraday wave field on the surface of a thin liquid/particulate mixture. The present work shows that there are many ways to control the characteristics of the particulate films obtained from this method. Some complications associated with the practical implementation of this method were discussed.
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