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We examine the performance of a random-walk search algorithm for wireless sensor
networks when resources are subject to limited lifetimes and queries are constrained by
application-specific deadlines. Specifically, via the time-to-live and transmission range
parameters, we estimate the appropriate number of resource copies that must be created
within the network to minimize the total node arrival rate (the energy-centric approach) or
to ensure the total proportion of queries failures does not exceed a specified threshold (the
failure-centric approach). The effect of node transmission range on network performance is
also investigated. We compare the results of our network simulations to our queueing-based
analytic node model and find that there is an inverse relationship between transmission
range and the time-to-live value required to minimize the total node arrival rate.

I. Introduction

Wireless sensor networks (WSN) are created through
the cooperative operation of hundreds or thousands of
sensing devices called nodes. Although present-day
networks are necessarily limited in size due to tech-
nological and cost limitations, future WSNs may be
composed of millions of nodes and perform tasks such
as weather and environmental monitoring, or provide
additional security enhancements such as border mon-
itoring or treaty compliance applications. These nodes
are linked via a wireless transmission medium to per-
form network tasks in a distributed manner. To keep
total deployment costs low, individual node capabil-
ities are necessarily limited. For example, a typical
wireless sensor node has a finite energy reserve, a
small amount of local memory, and limited compu-
tational capabilities. To conserve power and reduce
contention for access to the transmission medium, it
is usually advantageous to limit each node’s effective
transmission range to that required to ensure a con-
nected network. This requires that nodes act as routers
for neighboring nodes’ packets when the intended re-
ceiver is beyond the transmission range of the origin
node.

As a consequence of limited node capabilities and
the distributed operation of wireless sensor networks,
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nodes are forced to find information and services
when local access is not available. To locate these
resources within the network, nodes initiate requests
which are propagated though the network. These re-
quests, however, not only force the requesting node to
expend a portion of its available energy reserves, but
also require neighboring nodes to expend a portion of
their available energy as well. Since the effective life-
time of the network is directly related to the lifetimes
of the component nodes, it is desirable to minimize
the total network energy expenditure required to an-
swer the originating node’s request.

In addition to the energy expended by nodes to
transmit and receive requests, two other considera-
tions also affect the total energy expended to answer
a specific request. First, nodes may be subject to ap-
plication constraints which require the needed infor-
mation to be returned to the originating node prior to
the expiration of a specific deadline. From the per-
spective of energy efficiency, it is also unwise to per-
mit requests to be forwarded indefinitely in the event
the desired resource proves difficult to locate, does not
exist within the network, or can no longer be used by
the requesting node. To prevent such excessive en-
ergy expenditure, then, it is prudent to ensure resource
requests are issued with specific deadlines. Second,
when a node generates a particular resource (e.g., by
sensing a reportable event), such observations are typ-
ically valid only for a finite time period. Addition-
ally, wireless sensor networks have a dynamic phys-
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ical topology as a result of node failures and mobil-
ity. This limits the availability of a particular resource
and also means the utility of results obtained from past
searches will diminish over time. To prevent the use
of stale results for current operations, it is sensible to
assign an expiration time to each resource at the time
it is generated.

Although requests could be flooded to every node
in the network in an effort to locate the desired re-
source, this approach is wasteful in terms of the to-
tal energy expended by the network [4]. To decrease
reliance on flooding and reduce the total energy ex-
penditure required to answer a node’s request, sev-
eral search paradigms are available. Two of the most
common approaches can be broadly characterized as
“geo-centric” and “data-centric.” The former applies
when the originating node has no information on the
probable location of the desired resource. The re-
quest is forwarded from node to node until the re-
source is located. To reduce the energy expenditure
and latency associated with the geo-centric approach,
nodes “advertise” the availability of a particular re-
source to a subset of the network’s nodes, and these
advertisements are distributed in manner independent
of resource characteristics (e.g., along a random walk
or curvilinear path). This is the approach taken by
[2, 3, 4, 5, 8, 16]. To control the number of resource
copies in the network, a time-to-live (TTL) counter
is sometimes associated with each resource advertise-
ment. Additionally, most “quorum-based” search al-
gorithms, i.e., algorithms in which advertisements and
requests are propagated along cardinal directions thus
guaranteeing advertisement request intersection, can
be classified as geo-centric (e.g., [7, 10, 15]).

By contrast, data-centric search algorithms such as
those in [12, 13, 14] use a hash table and the attributes
of the resource to determine the appropriate storage
location within the network. Assuming all nodes have
access to the correct hash table, the location of a par-
ticular resource (if it exists) is immediately known to
the originating node; requests are forwarded directly
to the appropriate node(s). Although data-centric ap-
proaches reduce the latency and energy expenditure
associated with answering requests, they are suscep-
tible to “hotspotting,” localized congestion, and in-
sufficient local storage capacity. Furthermore, data-
centric approaches tend to aggregate related data in
common locations; hence, a network partition, node
failure, or destruction of a portion of the network can
result in total loss of a particular data type. Because
all nodes must have access to the same hash table, pe-
riodic updates may be required and are expensive in

terms of total energy expenditure, especially if the af-
fected data must also be relocated.

This is not to say that one approach or the other
is superior. The appropriate approach depends on the
network’s intended purpose and the specific require-
ments of the application. However, since the geo-
graphic dispersal and data redundancy achieved by
geo-centric approaches is inherently greater than that
attained by pure data-centric approaches, we advocate
the geo-centric approach in wireless sensor networks
with large numbers of low-cost, failure-prone nodes
deployed in hazardous environmental conditions.

In this paper, we use a simulation model to esti-
mate the number of resource advertisements, or repli-
cates, required either to minimize each node’s total
arrival rate of resource requests and advertisements
(the energy-centric approach) or to ensure a speci-
fied maximum level of query failures is not exceeded
(the failure-centric approach). This complements our
previous work [9] where we develop a Markov chain
model of individual nodes to analyze the performance
of a random-walk search algorithm. To ensure the
tractability of the Markovian model, however, certain
simplifying assumptions were required. Most impor-
tantly, both advertisements and requests for a particu-
lar resource have lead times (i.e., the time remaining
until expiration) that, upon arrival at a node, are expo-
nentially distributed with (possibly) dissimilar means.
It is more likely, however, for expiration times to be
assigned to requests and advertisements by the orig-
inating node at the time of generation. When a re-
quest/advertisement arrives at a node, the lead time
is a consequence of the originally assigned expira-
tion time less any processing, queueing, and transmis-
sion delays experienced at previously-visited nodes.
Therefore, the actual distribution of lead times of ar-
riving requests and advertisements may not resemble
the original distribution. Moreover, the model pre-
sumes the expiration times assigned to each agent per-
mits the desired number of agent copies to be stored
by the network. That is, the agents’ TTL counters
are always exhausted before their expiration times
occur. Additionally, the distribution of nodes pos-
sessing a local copy of a particular agent type is as-
sumed to be uniform throughout the network. As
node transmission range is reduced, however, each
node’s one-hop neighborhood necessarily decreases,
thus decreasing both the uniformity of agent distribu-
tion and the probability of locating an agent far from
its point of origin. Finally, the Markov chain node
model assumes the interarrival times of both agents
and queries, whether generated locally by the node
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itself or received from a neighboring node, are ex-
ponentially distributed. Whether or not this assump-
tion will hold in a network composed of thousands of
nodes is unclear.

While the Markov chain model is useful for predict-
ing the mean performance of individual nodes within
the scope of the original assumptions, accurate ana-
lytic modeling of the effects of various lead time dis-
tributions, agent deployment methods, and transmis-
sion range on overall network performance is diffi-
cult; studies of such parameters are currently limited
to simulation models. The purpose of this paper is to
determine how effects that are difficult or impossible
to capture in the analytical model affect the perfor-
mance of a random walk search algorithm in a net-
work.

The search algorithm we employ in this research is
most closely related to the rumor routing algorithm
[4]. When a witness node observes an event, it in-
forms a portion of the network’s nodes via a special-
ized packet called an agent. When an agent arrives at
a node, the node adds a copy of the agent’s informa-
tion to its event table, a local memory cache. When a
node has information related to a specific event stored
in its event table, the node is considered to be in-
formed and is capable of answering locally-generated
requests as well as requests received from uninformed
nodes. Queries are generated when a node’s applica-
tion requires access to a specific resource. If the re-
source is unavailable locally, the query is forwarded
to neighboring nodes until either an informed node is
found or the query’s lead time expires. When a node
receives a query for which it has corresponding in-
formation stored in its event table, the node generates
a response and returns the desired information to the
node that originated the query.

The remainder of this paper is organized as follows.
Section II discusses the literature related to our work.
In Section III, we develop a model of a wireless sensor
node that incorporates each node’s event table, trans-
mission queue, transceiver, sensors, and applications.
Two important indicators of network performance—
the total arrival rate and the total proportion of query
failures—are discussed in Section IV. The results of
simulations of networks with large node populations
are analyzed in Section V. Section VI provides our
concluding remarks.

II. Related Work

In addition to the aforementioned papers, there are
several geo-centric search protocols based on rumor

routing (e.g., [2, 3, 5, 16]), but these algorithms do
not attempt to determine the degree of resource repli-
cation required to minimize total network energy ex-
penditure. The Trajectory-based Selective Broadcast
Query (TSBQ) protocol [8], a rumor routing-based
search protocol, uses straight-line trajectories and a
“selective broadcast” primitive to conduct energy ef-
ficient searches. An analytic model of TSBQ deter-
mines the resource replication level that minimizes the
total network energy expenditure required to advertise
a resource’s availability, locate the resource via one or
more queries, and return a response to the originat-
ing node(s). The optimum replication level for ex-
panding ring search algorithms was determined ana-
lytically in [6]. A simulation model was used to ascer-
tain the appropriate replication level in the REDMAN
algorithm [3]. However, none of these protocols as-
sociate expiration times with agents or queries, and
only [8] integrates the effect of resource popularity on
optimal replication levels. To the best of our knowl-
edge, only [9] provides an analytic means to evaluate
optimum resource replication levels when both agents
and queries have finite lifetimes. This work expands
on [9] by using a simulation model to investigate the
effects of agent/query lifetime and node transmission
range on total energy expenditure, the total proportion
of query failures, and the optimal time-to-live value.

III. Node Model

To examine the effects of various parameters on the
performance of random-walk search algorithms, each
node is modeled in OPNET as a wireless transceiver
with a fixed maximum transmission/reception range,
an event table, and a transmission queue (see Fig-
ure 1). The activity of an on-board sensor is repre-
sented by a processor which creates new agents in re-
sponse to external stimuli, and the “Application” cre-
ates queries for information needed to complete node
tasks. The purpose of the “Splitter” is to ensure copies
of agents received from neighboring nodes are for-
warded to the event table and—if the agent’s TTL
counter has not been exhausted—also to the transmis-
sion queue to be scheduled for forwarding to a neigh-
boring node. The splitter has no effect on queries
other than to forward the query or its corresponding
response directly to the transmission queue. Since the
splitter represents a simple decision function, it adds
no additional processing delay to arriving agents or
queries.

Each agent arriving to the event table is retained un-
til its expiration time passes. Hence, the operation of
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Figure 1: Wireless sensor node model in OPNET

the event table resembles that of a G/G/∞ queue. If
the event table contains at least one unexpired agent
of a particular type, the node is considered to be in-
formed of that event and is capable of answering re-
lated queries. When the node’s application generates
a query, the node first checks its local event table for
a corresponding agent. If a matching agent is found,
the query is answered locally; there is no need to add
the query to the transmission queue. If, however, the
node is uninformed or if the query originated exter-
nally, the query (response) is sent to the transmission
queue and scheduled for transmission using a FIFO
service discipline. Due to contention for access to the
transmission medium as well as the potential for re-
transmissions, we assume each agent/query requires
an exponentially distributed amount of time to be suc-
cessfully transmitted to the designated receiver. Prior
to the beginning of each query transmission, the node
checks its event table for an agent that matches the
query’s request. If the desired information is found,
the node transmits the appropriate response in place
of the query. If no corresponding agents are found, the
node transmits the query to a randomly-chosen neigh-
bor. Agents and queries expiring prior to transmission
are removed from the transmission queue. The trans-
mission queue is therefore a FIFO G/M/1 queue with
customer reneging as described in [9].

A network of nodes based on the analytic node
model in [9] resembles a Jackson network of queues.
The random arrival of agents and queries to each node
is assumed to occur according to a Poisson process,
the random time between successive departures of
agents and queries from a node’s transmission queue
is exponentially distributed, and agents/queries are ei-
ther forwarded to another node or depart the system
with specific probabilities. However, the problem is
complicated by the existence of three customer types
(i.e., agents, queries, and responses), and each cus-
tomer type must vie for access to the transmission

medium at each node. Moreover, the rate of arrival of
agents to each node as well as the expiration time as-
signed to each agent/query determines the probability
that a query will be forwarded to a neighboring node
or depart the system (i.e., fail). Even so, we show in
Section 5 the analytic node model provides an accu-
rate prediction of mean network performance.

Node parameters that can be specified by the user
prior to execution of the simulation model are sum-
marized in Table 1. All nodes within the network are
assumed to be indistinguishable with respect to these
parameters. The primary means for controlling the
number of resource copies per agent stored in the net-
work is through the TTL parameter. The next section
discusses the TTL parameter and the significance of
our chosen metrics.

IV. Metrics

There are two primary indicators of network perfor-
mance we wish to estimate: the mean total arrival rate
of agents and queries and the total proportion of failed
queries. Using these metrics, we estimate the appro-
priate agent TTL to minimize the total transmission
energy expended by the network while not exceeding
the maximum tolerable level of query failures.

During its useful lifetime, a node may undertake
several energy-consuming activities: transmission, re-
ception, computation, sensing, and sleeping. Of these
activities, transmission normally requires the greatest
total energy expenditure in present-day devices; the
expenditure for transmission can be nearly twice as
much as the next most energy-expensive activity of
reception [11]. The sleep state consumes the least
energy and is the preferred state when a node is not
needed for support of other network activities. Since
the lifetime of a network is directly related to the
lifetimes of its nodes, minimizing energy expenditure
is critical to ensuring the longevity of the network
[1]. Since our model assumes agents, queries, and
responses are forwarded by the transmitting node to
a single receiver, estimating the total rate of transmis-
sion arrivals at each node is indicative of the network’s
total energy expenditure and, hence, network lifetime.
The goal of our energy-centric metric, then, is to mini-
mize the total rate at which transmissions are received
by each node and, as a consequence, to reduce the
network’s total energy expenditure. Sole reliance on
an energy-centric metric, however, cannot guarantee
nodes receive information at a rate that is sufficient to
satisfy application requirements and also accomplish
the network’s objectives.
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Table 1: User-adjustable simulation parameters
Module Parameter Description

On-board Sensor

TTL
The maximum number of times a single agent
may be transmitted

λ
The mean arrival rate of reportable (i.e., agent-
generating) events

1/δ
The mean lead time assigned to an agent upon its
generation

Application
γ

The mean arrival rate of queries generated by the
node’s application

1/β
The mean lead time assigned to a query upon its
generation

Transmission
Queue

1/µ
The mean time required to process and success-
fully transmit an agent/query to the intended re-
cipient

If a sufficient proportion of each node’s queries re-
main unanswered, the probability of general network
application failure increases. Therefore, we must en-
sure the total proportion of failed queries observed by
each node is less than the application-specific thresh-
old. We define a query failure in the following man-
ner:

Definition: A query failure occurs when
a query (or, if the node is informed, the
query’s corresponding response) expires in
the node’s transmission queue before it can
be transmitted [9].

Based on this definition, the proportion of query
failures in the network, ε, is obtained by dividing the
total number of expired queries/responses observed
in the network by the total number of unique queries
generated. The goal, then, is to ensure ε does not ex-
ceed a specified maximum.

V. Simulation Results

A necessary first step is to validate the simulation
model by configuring it to adhere as closely as possi-
ble to the assumptions made in the analytical queueing
model. Most importantly, the analytic model assumes
agents are uniformly spatially distributed throughout
the network. As noted previously, however, short node
transmission ranges affect the uniformity of agent dis-
persal. Therefore, to ensure the simulation achieves a
uniform distribution of informed nodes, we artificially
extend the transmission range of the nodes such that
each node is a one-hop neighbor of every other node in
the network (i.e., >5000m); the effects of contention

are momentarily ignored. The nodes are configured
according to the parameters in Table 2.

The placement of nodes within the confines of the
deployment area is determined randomly using the
random topology generating feature of OPNET prior
to the beginning of the simulation. This topology,
once created, is held constant throughout each set of
simulations and experimental replicates to ensure any
effects due to node placement are identical across each
test set. Experimental testing indicated the simulation
model reliably achieved steady state operation within
60 seconds of elapsed simulation time. Therefore, for
each set of parameters, the network is permitted to op-
erate for a period of 60 seconds prior to the collection
of performance data. After initialization is complete,
performance data is collected at every node in the net-
work for a simulated time period of 900 seconds. The
total arrivals per node per second and the total pro-
portion of failed queries in the network are shown in
Figures 2 and 3. Where depicted, 95% confidence in-
tervals are used.

The results of the simulation using a large node
transmission range indicate the analytic node model
closely predicts the performance of the network.
However, for TTL values less than 36, the arrival rate
per node in the simulations is slightly higher than pre-
dicted; the maximum differential is a very modest 2.7
additional packets per node per 100 seconds of simu-
lation time. This additional traffic is attributed to the
fact that agents generated in the simulation may expire
prior to exhausting their TTL counters whereas the an-
alytic model assumes each agent is replicated exactly
TTL times prior to expiration. The result is that the
actual proportion of the network informed of an event
at any given instant is smaller than that assumed by
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Table 2: Parameters for simulation validation
Parameter Distribution Mean
Agent interarrival time Exponential 200.000 sec
Agent lead time Exponential 10.000 sec
Query interarrival time Exponential 20.000 sec
Query lead time Exponential 40.000 sec
Packet transmission time Exponential 0.200 sec
Number of nodes (N) Constant 1000 nodes
Deployment area Constant 3335m x 3335m
Node transmission range Constant >5000m (Isotropic)
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Figure 2: Total arrival rates, infinite transmission
range

the analytic model. Lower replication levels require
the network to support additional query transmissions
to locate an informed node. As shown in Figure 3,
the need for additional query transmissions causes a
slightly higher query failure rate than predicted due to
increased latency.

As TTL values increase beyond 36, the total arrival
rate predicted by the analytic model is greater than
that observed in the simulations. This occurs because
few agents generated in the simulation can be repli-
cated more than approximately 40 times as a conse-
quence of the mean agent expiration time and the time
required for each agent transmission, i.e., δ/µ = 40.
Based on the network parameters, TTL values in ex-
cess of 40 create few additional replicates due to agent
expiration; hence, total arrivals per node and the pro-
portion of query failures remain relatively constant de-
spite an increase in TTL. Although the analytic model
predicts higher arrival rates and lower failure rates
than observed, this is anticipated by means of the
αmax parameter (see [9]). The αmax parameter recog-
nizes that there is an upper limit to the proportion of
the network that can be informed by agents as a con-
sequence of network congestion and/or limited agent
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Figure 3: Total proportion of query failures, infinite
transmission range

lifetimes. Momentarily ignoring the effects of con-
gestion, the value of αmax is approximately 40 for this
network.

Despite the minor differences noted between the
analytic and the simulation models, the analytic model
requires a TTL value of 16 to minimize the total ar-
rival rate of traffic to each node and, thus, to minimize
the mean total node arrival rate of the network. Ad-
ditionally, the predicted proportion of query failures
is within 0.001 of the observed value when the TTL
is 16 and does not exceed a differential greater than
0.0015 for TTL ≤ 45. Based on these results, we
conclude the simulation model provides an accurate
representation of the performance of a random walk
search algorithm when both agents and queries are as-
signed expiration times. In the following subsections,
we examine the effects of node transmission range and
decreasing mean agent/query expiration lead times on
performance.

V.A. Varying node transmission range

When a node’s transmission range is limited such that
its one-hop neighborhood consists of only a small sub-
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set of the total network nodes, the distribution of in-
formed nodes is less likely to conform to the uniform
distribution assumed by the analytic model. There-
fore, it is expected that shorter node transmission
ranges will require higher TTL values to achieve the
minimum rate of arrivals, and the minimum rate of
arrivals will be higher than that predicted by the an-
alytic model. Additionally, the proportion of failed
queries will increase due to the greater number of hops
each query is expected to make prior to locating an in-
formed node. Experiments using maximum effective
node transmission ranges of 300m, 400m, 600m, and
>5000m were conducting using the same parameters
shown in Table 2. The results of these experiments are
shown in Figures 4 and 5.
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Figure 4: Mean total arrival rates, varying node trans-
mission range
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Figure 5: Proportion of query failures, varying node
transmission range

As expected, the simulations confirm higher TTL
values are required to achieve the minimum mean to-
tal arrival rate as the maximum effective node trans-
mission range is decreased. These results are sum-

marized in Table 3 (note that, for the 600m transmis-
sion range case, the results observed for TTL values
of 15 and 16 are statistically identical). This implies
a tradeoff between the energy required for transmis-
sion and the total number of transmissions required.
While nodes with short transmission ranges expend
less energy per transmission and generally experience
reduced contention for medium access, the number of
transmissions required per node per second is higher
than that needed by nodes with longer transmission
ranges. Additionally, nodes with longer transmission
ranges have a smaller proportion of query failures for
a given TTL value. Determination of the most en-
ergy efficient transmission range for the network (and,
hence, the optimum TTL value) necessarily depends
on the characteristics of the node hardware and the
medium access control protocol. In general, how-
ever, the increase in total arrival rate observed when
using reduced node transmission ranges is likely out-
weighed by the reduction in the energy required for
transmission. Consequently, when considering energy
efficiency, shorter node transmission ranges tend to
result in less total energy expenditure despite an in-
crease in the minimum observed total arrival rate.

V.B. Decreased query lifetimes

If query lifetimes are reduced in response to appli-
cation requirements, preventing an unacceptably high
proportion of query failures will necessitate decreas-
ing the amount of time required by a query to locate
an informed node. If the mean effective node trans-
mission rate cannot be increased, the only remaining
recourse is to increase the number of informed nodes
in the network. To examine the effect of shorter query
lifetimes on network performance, additional experi-
ments were conducted using exponentially-distributed
query lifetimes with means of 10, 20, 30, and 40 sec-
onds. The results of these experiments are shown in
Figures 6 and 7. The maximum node transmission
range for these experiments is fixed at 400m.

As shown in Figure 6, total arrival rates are only
marginally reduced by decreasing the mean query life-
time (a consequence attributed to reduced traffic due
to query expiration). However, the resulting increase
in the proportion of query failures necessitates higher
TTL values to achieve the same proportion of query
failures observed when queries have longer mean life-
times. These results verify the intuitive link between
query latency (i.e., the time required by the network
to answer a query) and energy expenditure.
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Table 3: Observed TTL values that minimize total arrival rates
Transmission Range Observed TTL Value Observed Arrival Rate

300m 20 177.576

400m 16 164.297

600m 15 157.828

>5000m 16 151.611
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Figure 6: Total arrival rates, varying mean query life-
time

VI. Conclusions

The choice of medium access control protocol affects
the performance of the network. We assumed network
traffic is very low; thus, the probability of a trans-
mission collision is correspondingly small. This is an
appropriate assumption in energy-constrained WSNs.
Accordingly, the network’s medium access control
protocol is modeled by requiring each node to expend
an exponentially-distributed amount of time to suc-
cessfully transmit a query or agent to a neighboring
node. Within the range of traffic intensities tested, the
distribution of the random time required for a success-
ful transmission is assumed to be constant. However,
it is probable that the distribution of the time required
by the medium access control protocol to facilitate a
successful transmission may change as node densities
and/or traffic levels increase.

The simulation experiments indicate the Markovian
node model [9] provides a reasonable means to pre-
dict the performance of a random-walk search algo-
rithm in large-population sensor networks. However,
it may be possible to refine the Markovian model
to better predict the performance of large networks
of nodes with varying transmission ranges and mean
agent/query lifetime distributions. Most importantly,
the proportion of nodes informed by an agent (the pa-
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Figure 7: Proportion of query failures, varying mean
query lifetime

rameter α in [9]) could be modified to reflect the fact
that some agents will not exhaust their TTL counters
prior to expiration. Consequently, the proportion of
informed nodes is somewhat smaller than expected.
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