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SUMMARY

Asymptotic and exact local radiation boundary conditions (RBC) for the scalar time-dependent wave equation,
�rst derived by Hagstrom and Hariharan, are reformulated as an auxiliary Cauchy problem for each radial
harmonic on a spherical boundary. The reformulation is based on the hierarchy of local boundary operators
used by Bayliss and Turkel which satisfy truncations of an asymptotic expansion for each radial harmonic.
The residuals of the local operators are determined from the solution of parallel systems of linear �rst-
order temporal equations. A decomposition into orthogonal transverse modes on the spherical boundary is
used so that the residual functions may be computed e�ciently and concurrently without altering the local
character of the �nite element equations. Since the auxiliary functions are based on residuals of an asymptotic
expansion, the proposed method has the ability to vary separately the radial and transverse modal orders of the
RBC. With the number of equations in the auxiliary Cauchy problem equal to the transverse mode number,
this reformulation is exact. In this form, the equivalence with the closely related non-reecting boundary
condition of Grote and Keller is shown. If fewer equations are used, then the boundary conditions form high-
order accurate asymptotic approximations to the exact condition, with corresponding reduction in work and
memory. Numerical studies are performed to assess the accuracy and convergence properties of the exact and
asymptotic versions of the RBC. The results demonstrate that the asymptotic formulation has dramatically
improved accuracy for time domain simulations compared to standard boundary treatments and improved
e�ciency over the exact condition. Copyright ? 2000 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Direct time-domain solutions of the scalar wave equation on unbounded domains follows from
the need to accurately simulate radiation and scattering from pulse-driven structures of arbitrary
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shape. In theory, the exact time-dependent solution may be determined from the retarded potential
formulation of the well-known Kircho� integral representation [1; 2] applied on the surface of the
scatterer. However, because the surface integrals must be discretized in both temporal and spatial
domains simultaneously, the time convolution of all surface points must be stored, resulting in large
memory and work requirements. In addition, numerical instabilities may result [3]. A stabilized
version has recently been developed in Reference [4], although the problem of the storage of time
histories remains.
Another direct approach is to exploit the �nite wave speed c, in the unbounded medium, and

extend the computational domain using explicit solvers on an ‘in�nite grid’ so that the boundary
cannot inuence the solution in the region of interest for times less than the �nal time T . Solutions
obtained in this way would require �eld calculations in the region between the source and the
distant points of interest. This would require a large mesh=grid of width of order O(cT ), with
corresponding increase in computer expense and memory. Even with the use of explicit time
integrators, direct �eld calculations for points distant from a radiating structure or scatterer are
generally impractical for moderate to large times.
For this reason, when solving unbounded problems with a domain-based computational method

such as the �nite element method, the far-�eld is truncated at an arti�cial boundary surrounding
the source of radiation or a scatterer. The impedance of the far-�eld is then represented on this
boundary by either approximate radiation boundary conditions, in�nite elements, or absorbing
sponge layers. Survey articles of various boundary treatments are given in References [5; 6].
E�cient evaluation of accurate boundary treatments for the time-dependent wave equation on
unbounded spatial domains has long been an obstacle for the development of reliable solvers for
time domain simulations. Ideally, the arti�cial boundary would be placed as close as possible to
the scatterer, and the radiation boundary treatment would be capable of arbitrary accuracy at a
cost and memory not exceeding that of the interior solver.
If the form of the boundary treatment is oversimpli�ed, spurious reected waves can be generated

at the arti�cial boundary, which can substantially degrade the accuracy of the numerical solution.
For example, a standard approach is to apply the local (di�erential) boundary operators derived
by Bayliss and Turkel [7] which annihilate leading terms in a radial asymptotic expansion for
outgoing wave solutions. However, as the order of these local non-reecting boundary conditions
increases they become increasingly di�cult to implement in standard numerical methods due to
the occurrence of high-order derivatives on the arti�cial boundary.
To overcome this di�culty, Ting and Miksis [8; 9] formulated an exact non-reecting boundary

condition which makes use of the Kircho� integral formula on the arti�cial boundary � and a con-
volution requiring storage of the solution time-history at a surface inside � for the time needed for
waves to propagate across the computational domain. While, this approach improves both cost and
storage compared to direct implementation of the retarded potential form of the Kircho� integral, it
does not appear to be competitive on cost compared to equally accurate treatments discussed below.
In recent years, a number of new boundary treatments have been developed which have dramat-

ically improved both the accuracy and e�ciency of time domain simulations. These new develop-
ments include fast spherical harmonic evaluation of exact, local in time boundary conditions on
spherical boundaries [10–15], rational approximations to the DtN kernel [16], absorbing sponge
layers with reectionless interfaces [17; 18], and recursive methods of implementing high-order
sequences of space and time localized radiation boundary conditions [19].
For time-harmonic problems, exact non-reecting boundary conditions applied to a separable

boundary are available through Fourier or Laplace transform methods and the so-called
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Dirichlet-to-Neumann (DtN) map [20–25]. The DtN map is a non-local (integral) operator obtained
from the trace of the normal derivative of the solution on the truncation boundary. For the sphere,
the DtN kernel involves spherical Hankel functions, which may be represented in terms of simple
rational functions. The rationality of the DtN kernel implies that the temporal convolution of the
time-dependent counterpart can be localized, making computation e�cient. The time localization
of the exact DtN boundary condition was �rst recognized and used in References [10; 11; 26–28].
In Reference [26], the time-convolution integral is approximated using special recurrence formulae.
In References [27; 28], the convolution is replaced with high-order time derivatives which may be
implemented in discontinuous Galerkin space–time �nite element methods. In Reference [10], a
local in time representation is obtained by solution of an auxiliary Cauchy problem for linear �rst-
order systems of ordinary di�erential equations on the boundary for each spherical harmonic. The
implementation of this local-in-time representation of the DtN map using �nite di�erence methods
is discussed in Reference [11]. In Reference [12] we showed how to implement the NRBC in a
standard semidiscrete �nite element formulation with several alternative implicit and explicit time
integrators. In Reference [12], the NRBC is rederived based on direct application of a result given
in Lamb [29], with improved scaling of the �rst-order system of equations associated with the
NRBC.
In Reference [13], a modi�ed version of the exact NRBC �rst derived in Reference [11],

is implemented in a �nite element formulation using a standard implicit time-integrator for the
semidiscrete equations concurrently with the Cauchy problem for each mode. In order to obtain a
symmetric system, the NRBC is reformulated with additional auxiliary variables on the truncation
boundary. The modi�ed version may be viewed as an extension of the second-order local bound-
ary operator derived by Bayliss and Turkel [7], and gives improved accuracy when only a few
harmonics are included in the spherical expansion=transformation. Extensions to the semi-in�nite
problem resulting from transducers or vibrating structures mounted in a half-plane are given in
Reference [14]. In Reference [14] we also show how standard explicit time integrators may be
used to solve the semidiscrete �nite element equations concurrently with implicit solvers for the
auxiliary variables in the modi�ed boundary condition formulated in Reference [13]. In Reference
[15], a method is described for calculating far �eld solutions concurrently with the near-�eld solu-
tion based on the exact NRBC. At each discrete time step, radial modes computed on a spherical
arti�cial boundary which drive the exact NRBC for the near-�eld solution, are imposed concur-
rently as data for the radial wave equation in the far-�eld. The radial grid is truncated at the
far-�eld point of interest with the modal form of the exact NRBC. The solution in the far-�eld is
then computed from an inverse spherical harmonic transform of the radial modes.
Hagstrom and Hariharan [19] have derived a sequence of radiation boundary conditions involv-

ing �rst-order di�erential equations in time and tangential derivatives of auxiliary functions on a
circular or spherical boundary. They indicate how these local conditions may be e�ectively im-
plemented in a �nite di�erence scheme using only local tangential operators, but at the cost of
introducing a large number of auxiliary functions at the boundary. Numerical experiments were
conducted for a model problem involving the Fourier modes of the wave equation in two di-
mensions using a �nite di�erence method. However, consistent �nite element implementation of
this sequence in a standard Galerkin variational equation would result in a non-symmetric coupled
system of equations.
In this paper we rederive the sequence of local boundary conditions described in Reference [19]

based on the hierarchy of local boundary operators used by Bayliss and Turkel and a recursion rela-
tion for the expansion coe�cients appearing in a radial asymptotic (multipole) expansion. We then
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reformulate in terms of spherical harmonics by using a decomposition into orthogonal transverse
modes. The resulting procedure then involves a Cauchy problem involving systems of �rst-order
temporal equations, similar to that used in References [10; 12]. A modi�ed version similar to
the formulation given in Reference [13] is also reported. With this reformulation, the auxiliary
functions are recognized as residuals of the local boundary operators acting on the asymptotic
expansion, and may be implemented e�ciently and in parallel with standard semidiscrete �nite
element methods without changing the symmetric and banded=sparse structure of the matrix equa-
tions. Since the auxiliary functions are based on residuals of decreasing order, the proposed method
has the ability to vary separately the radial and transverse modal orders of the radiation boundary
condition. With the number of time-dependent auxiliary variables in the Cauchy problem for each
radial mode equal to the transverse mode number, this reformulation is exact. If fewer equations
are used, then the boundary conditions form high-order accurate asymptotic approximations to the
exact condition, with corresponding reduction in work and memory. For the exact version, we
establish the equivalence to the exact non-reecting boundary conditions derived in References
[10; 12] and identify several distinct advantages of the asymptotic form of the radiation boundary
condition compared to the NRBC given in References [10; 12].
Both total �eld and scattered �eld �nite element formulations are presented for implementing

the radiation boundary conditions. When directly solving the total �eld, the variational equation
is modi�ed to represent the incident wave �eld on the radiation boundary. Numerical studies are
performed and compared to analytical solutions to assess the accuracy and convergence properties
of the radiation boundary conditions. Numerical examples include steady multipole radiation of
individual harmonics, radiation=scattering problems involving an in�nite number of modes, and
transient radiation from a circular transducer mounted in an in�nite planar ba�e.

2. INITIAL-BOUNDARY VALUE PROBLEM

We consider time-dependent scattering and radiation of waves in an in�nite three-dimensional
region R⊂R3, surrounding an object with surface S. For computation, the unbounded region
R is truncated by an arti�cial spherical boundary �, of radius ‖x‖=R. We then denote by

⊂R, the �nite subdomain bounded by @
=�∪S, see Figure 1. Within 
, the solution
�(x; t) : 
× [0; T ] 7→ R, satis�es the scalar wave equation

1
c2

@2�
@t2

=∇2�+ f(x; t); x∈
; t ∈ [0; T ] (1)

with initial conditions

�(x; 0)=�0(x); �̇(x; 0)= �̇0(x); x∈
 (2)

and driven by the time-dependent radiation boundary condition on the surface S:

�
@�
@n
+ �

@�
@t
+ �= g(x; t); x∈S; t ∈ [0; T ] (3)

In linear acoustics, the scalar function � may represent the pressure �eld or a velocity potential.
The wave speed c, and �; �;  are real, and we assume c¿0, and �; �¿0. The source f and
initial data �0 and �̇0 are assumed to be con�ned to the computational domain 
, so that in the
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Figure 1. Illustration of unbounded region R surrounding a scatterer S. The computational domain 
⊂R
is surrounded by a spherical truncation boundary � of radius R, with exterior region D=R− 
.

exterior region D=R − 
, i.e. the in�nite region outside �, the scalar �eld �(x; t) satis�es the
homogeneous form of the wave equation

1
c2

@2�
@t2

=∇2�; x∈D; t ∈ [0; T ] (4)

�(x; 0)=0; �̇(x; 0)=0; x∈
 (5)

In spherical co-ordinates (r; �; ’), the external region is de�ned as

D= {r¿R; 06�6�; 06’¡2�} (6)

and the wave equation takes the form

1
c2

@2�
@t2

=
@2�
@r2

+
2
r
@�
@r
+
1
r2
��� (7)

where

���=
1

sin �
@
@�

(
sin �

@�
@�

)
+

1

sin2 �

@2�
@’2

(8)

is the spherical Laplacian. The general solution to (7) is given by the spherical harmonic expansion

�(r; �; ’; t)=
∞∑
n=0

n∑
m=−n

�nm(r; t) Ynm(�; ’) (9)

where Ynm are orthogonal spherical harmonics normalized on a unit sphere:

Ynm(�; ’)=
1√
Nnm

P|m|
n (cos �) eim’ (10)

de�ned by associated Legendre functions Pm
n , sine and cosine functions, and normalization factor

Nnm=
4�(n+ |m|)!

(2n+ 1)(n− |m|)! (11)
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The spherical harmonics are eigenfunctions of the spherical Laplacian:

��Ynm = −n(n+ 1)Ynm (12)

The time-dependent modes �nm(r; t) satisfy the radial wave equation

1
c2

@2�nm

@t2
=
[
@2

@r2
+
2
r

@
@r

− n(n+ 1)
r2

]
�nm; r¿R; t¿0 (13)

�nm(r; 0) = 0; �̇nm(r; 0)=0; r¿R (14)

For outgoing waves, the solution to (13) may be represented by the radial asymptotic (multipole)
expansion:

�nm(r; t)=
n∑

k=0
r−k−1�k

nm(r − ct) (15)

Substituting (15) into (13), we obtain the recursion relation for derivatives of the wave functions
appearing in the radial harmonic expansion:

(�k
nm)

′= ck
n �k−1

nm ; k =1; 2; : : : ; n (16)

where

ck
n =

k(k − 1)− n(n+ 1)
2k

(17)

3. CONSTRUCTION OF RADIATION BOUNDARY CONDITIONS

In the following, we rederive the high-order accurate radiation boundary conditions of Hagstrom
and Hariharan [19], and then reformulate in terms of spherical harmonics. Here we use the hier-
archy of local operators of Bayliss and Turkel [7] which annihilate radial terms in the asymptotic
expansion (15). On a sphere, the local operators are easily constructed using a product of radial
derivatives:

Bp = Lp(Lp−1(· · · (L2(L1)))) (18)

Lj =
(
1
c

@
@t
+

@
@r
+
2j − 1

r

)
(19)

However, the product form Bp�nm, involves high-order radial derivatives which limits the order p,
which can be practically used in a numerical method. Inspired by the local boundary conditions of
Hagstrom and Hariharan [19], involving a sequence of �rst-order equations in time with tangential
derivatives, we reformulate the Bayliss and Turkel boundary operators as a recursive sequence
involving �rst-order time derivatives only for each mode. This sequence is then cast as a system
of �rst-order di�erential equations in time, for each harmonic, which may be solved concurrently
with the �nite element equations.
We interpret the residuals of the Bayliss and Turkel operators (18) acting on the asymptotic

expansion (15) as a sequence of functions with reduced radial order. We apply B1 = L1 to the
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ACCURATE RADIATION BOUNDARY CONDITIONS 1575

radial expansion (15), with the result

B1 �nm =
(
1
c

@
@t
+

@
@r
+
1
r

)
�nm=w1nm (20)

w1nm(r; t) =
n∑

k=1
− k r−k−2�k

nm (21)

The function w1nm de�nes the remainder of the radial expansion.
As noted by Bayliss and Turkel, w1nm(r; t)=O(r−2)�nm=O(r−3). If we set w1nm=0, then

B1�nm=0. Applying the spherical harmonic expansion to this result; i.e. multiplying by Ynm, sum-
ming over indices n and m, and evaluating on the arti�cial boundary at r=R, gives

B1 �=0 on � (22)

which de�nes the �rst-order local boundary condition of Bayliss and Turkel. This approximate
boundary condition is exact for waves propagating with the �rst harmonic corresponding to n=0,
however, for harmonics n¿1, the error is O(R−3).
Next, we apply B2 = L2(L1) to (15)

B2 �nm=
(
1
c

@
@t
+

@
@r
+
3
r

)
(B1�nm)=L2(w1nm)=w2nm (23)

with remainder

w2nm(r; t)=
n∑

k=2
k(k − 1)r−k−3�k

nm (24)

We note that the residual of the second-order operator has the property w2nm(r; t)=O(r−4)�nm=
O(r−5). Comparing to w1nm, the order is reduced. Setting w2nm=0, multiplying by Ynm, summing
over n and m, and evaluating at r=R, de�nes the second-order local boundary condition of Bayliss
and Turkel

B2 �=0 on � (25)

This condition is exact for the harmonics n=0; 1, with error O(R−5) for n¿2.
In general, applying Bj+1 to (15), we have by induction

Bj+1 �nm=
(
1
c

@
@t
+

@
@r
+
2j + 1

r

)
(Bj�nm)=Lj+1(wj

nm)=wj+1
nm (26)

where the residual of Bj is de�ned as

wj
nm(r; t) =

n∑
k=j

a j
k r

−k−j−1�k
nm (27)

aj
k = (−1) jk(k − 1) · · · (k − ( j − 1))= (−1) j k!

(k − j)!
(28)

We note the order of the residuals are reduced, wj+1
nm =O(r−2)wj

nm; w j
nm(r; t)=O(r−2j)�nm=

O(r−2j−1), and Bj�nm=0 is exact for harmonics n¡j. For j=0, we rewrite (20) as

L1 (w0nm)=
(
1
c

@
@t
+

@
@r
+
1
r

)
w0nm=w1nm (29)
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where

w0nm(r; t)=
n∑

k=0
a0k r

−k−1�k
nm=�nm(r; t) (30)

For j = 1; 2; : : : ; pn we eliminate radial derivatives in Equation (26) in favour of a recursive
sequence for wj

nm. To this end we rewrite

Lj+1(wj
nm)=

(
1
c

@
@t
+

@
@r
+
2j + 1

r

)
wj
nm=wj+1

nm (31)

as

1
c
@wj

nm

@t
=
1
2
wj+1

nm − j
r
w j

nm − 1
2

(
@
@r
+
1
r
− 1

c
@
@t

)
wj

nm (32)

Now consider the last term in the brackets(
@
@r
+
1
r
− 1

c
@
@t

)
wj

nm=
n∑

k=j
aj
kr

−k−j−1{2(�k
nm)

′ − (k + j)r−1�k
nm} (33)

Substituting the recursion relation for (�k
nm)

′ given in (16), and the de�nition for aj
k given in

(28), into (33) leads to(
@
@r
+
1
r
− 1

c
@
@t

)
wj

nm =− j(j − 1)− n(n+ 1)
r2

n∑
k=j−1

ak
j−1r

−k−j �k
nm

=− j(j − 1)− n(n+ 1)
r2

wj−1
nm (34)

Using this key result in (32) de�nes the following recursive sequence for the functions wj
nm(r; t);

j=1; 2; : : : ; pn

1
c
@wj

nm

@t
=

j(j − 1)− n(n+ 1)
2r2

wj−1
nm − j

r
w j

nm +
1
2
wj+1

nm (35)

with w0nm=�nm, and wpn+1
nm =0.

Rescaling the variables by 21−j, applying the spherical harmonic expansion to (29) and (35),
and making use of (12), we rederive the sequence of local radiation boundary conditions involving
tangential derivatives given by Hagstrom and Hariharan [19](

1
c

@
@t
+

@
@r
+
1
r

)
�= v1 (36)

(
1
c

@
@t
+

j
r

)
vj =

1
4r2

( j(j − 1) + ��)vj−1 + vj+1 (37)

where

vj(r; �; ’; t)= 21−j ∑
n¿ 0

∑
|m|6 n

w j
nm(r; t) Ynm(�; ’) (38)

for j=1; 2; : : : ; p, and v0 = 2�. With p auxiliary functions {v1; v2; : : : ; vp}, then vp+1 = 0, and
Bp+1 �=0, i.e. the radiation boundary condition (36), together with the sequence of p equa-
tions (37), is equivalent to the p + 1 order Bayliss and Turkel local boundary condition. For
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example, if only one auxiliary equation is solved for v1, then v2 is set to zero, and the radiation
boundary condition is equivalent to the second-order boundary condition B2 �=0. Furthermore,
if the solution � contains only N harmonics, then with p=N auxiliary functions, the radiation
boundary condition is exact. This result follows from the �nite multipole expansion (15), with
the index de�ned over the �nite range k =0; 1; : : : ; n. While these conditions can be e�ectively
implemented in a �nite di�erence scheme [19], direct �nite element implementation in a standard
Galerkin variational equation would result in a non-symmetric system of equations.
To address this di�culty, we recognize that when evaluated on the arti�cial boundary at r=R,

sequence (35) forms a system of �rst-order ordinary di�erential equations in time for the auxiliary
functions, vj

nm(t)= 21−j w j
nm(R; t). Let vnm(t)= {21−j w j

nm(R; t)}; j=1; 2; : : : ; pn, and de�ne a time-
dependent vector function of order pn

vnm(t)= [v1nm(t); v
2
nm(t); : : : ; v

pn
nm(t)]

T (39)

then the �rst-order system of equations may be written as a matrix di�erential equation for each
spherical harmonic similar to the Cauchy problem appearing in the Grote and Keller nonreecting
boundary condition [10; 12]

d
dt
vnm(t)=An vnm(t) + bn�nm(R; t) (40)

Here, the constant pn ×pn, tri-diagonal matrix An= {Aij
n }, is de�ned with band

An=
c
R
B

[
i(i − 1)− n(n+ 1)

4R
;−i; R

]
(41)

i.e.

Aij
n =

c
R




R if i= j − 1
−i if i= j

[i(i − 1)− n(n+ 1)]=4R if i= j + 1
0 otherwise

(42)

The constant vector bn= {bj
n} is de�ned by

bn= − n(n+ 1)c
2R2

e1 (43)

where e1 is the unit vector

e1 = [1; 0; : : : ; 0]T (44)

We then de�ne our reformulated boundary condition by taking the spherical harmonic expansion
of (29), i.e. multiplying by Ynm, summing over n and m, and evaluating on the truncation boundary
at r=R (

1
c

@
@t
+

@
@r
+
1
r

)
�=

∞∑
n= 1

n∑
m=−n

v1nm(t)Ynm(�; ’) on � (45)

where the component v1nm(t)=w1nm(R; t) satis�es the Cauchy problem for each harmonic de�ned
by the �rst-order matrix system (40), with initial condition vnm(0)= 0, and driven by the radial
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modes de�ned by the spherical harmonic transform

�nm(R; t)=
∫ 2�

0

∫ �

0
Y ∗
nm(�; ’)�(R; �; ’; t) sin � d� d’ (46)

Here, the asterisk indicates complex conjugate.
We note that when the number of functions vj

nm(t)= 21−jw j
nm(R; t) included in the system (40)

is equal to the number of angular harmonics in the solution, i.e. pn= n, for n=1; 2; : : : ;∞,
then vn+1nm (t)= 0, and the boundary condition is exact and equivalent to the exact Non-Reecting
Boundary Condition (NRBC) �rst derived in Reference [10] with improved scaling in Reference
[12]. We use the term exact to de�ne a unique solution which, for all t¿0, coincides with the
restriction to 
 of the solution of the original problem posed on the unbounded domain R.
The auxiliary functions in (40) satisfy the property, vj+1

nm =O(R−2)vj
nm, so that v

j+1
nm ¡vj

nm, and
v j
nm=O(R−2j−1). Thus for accurate solutions, it is su�cient to use a radial modal order which is
less than the angular modal order, i.e. pn¡n. In this case the boundary condition (45) forms a
uniform asymptotic approximation to the exact condition. For a �xed number P, and pn=P, for
n¿P, and pn= n, for n¡P, then the radiation boundary condition de�ned in terms of spherical
harmonics given in (45) and (65) is equivalent to the local sequence given in (36) with P auxiliary
equations de�ned by (37).
In computation, the in�nite sum over n in (45) is truncated at a �nite value N

B1�=
N∑

n=1

∑
|m|6 n

v1nm(t) Ynm(�; ’); n6N (47)

with remainder B1�=0 for n¿N . Use of (47) with pn= n, on a spherical boundary � will exactly
represent all harmonics �nm, for n6N . For n¿N , the truncated condition (47) approximates the
harmonics with the local operator B1�=0, with leading error of order O(1=R3). We note that
the memory needed to store the function v1nm for use in Equation (47) is equal to NT − 1, where
NT = (N + 1)2 is the total number of harmonics in the truncated solution.
In the following we denote the truncated boundary condition (47) by RBC1(N; P), where N

de�nes the number of terms included in the truncated series, and P6N de�nes the maximum
number of equations, included in the Cauchy problem (40), i.e. P= {max(pn); pn6 n}, for each
mode n6N , indexed by |m|6 n. In particular, we de�ne the number of equations pn ∈ P, used
in (40), for each mode n6N , from the following conditions:

P= {pn ∈ Z |pn= n for n¡P and pn=P for n¿P} (48)

If the solution contains only N angular harmonics, and with pn ∈ P, then RBC1(N; P) is equivalent
to the Hagstrom and Hariharan condition (36) de�ned by the sequence of equations (37). With
pn ∈ P, the total number of auxiliary equations for vj

nm is order O(P N 2), in particular

Np=
P∑

n=1
n(2n+ 1) +

N∑
n=P+1

P(2n+ 1)=
1
6
P(5 + 12N + 6N 2 − 3P + 2P2) (49)

The work per step and storage associated with the radiation boundary condition is proportional
to Np.
In general, do to the rapid convergence of the functions vj+1

nm =O(R−2)vj
nm, then P.N is su�-

cient for accurate solutions, with corresponding reduction in storage and work. When P=N , the
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boundary condition RBC1(N; N ) is exact for modes n6N , with O(R−3) error for modes n¿N .
For the exact condition, the total number of auxiliary equations increases to order O(N 3)

Np=
N∑

n=1
n(2n+ 1)=

1
6
N (5 + 9N + 4N 2) (50)

3.1. Alternative scaling of auxiliary functions

Alternatively, let y j
nm=Rj vj

nm, then the sequence (35) becomes

R
c
d
dt

yj
nm=

j(j − 1)− n(n+ 1)
4

yj−1
nm − j y j

nm + y j+1
nm (51)

This rescaled system of ordinary di�erential equations can be written in matrix form as

d
dt
ynm(t)=Bn ynm(t) + Rbn�nm(R; t) (52)

where yj
nm; j=1; 2; : : : ; pn, are the elements of the vector ynm, and Bn= {Bij

n }, is a pn ×pn, nor-
malized tri-diagonal matrix with band

Bn=
c
R
B

[
(n+ i)(i − n− 1)

4
;−i; 1

]
(53)

With this modi�cation to the radiation boundary condition, the normalized coe�cient matrix is
independent of R, and the eigenvalues of the system may be readily computed.

3.2. Modi�ed radiation boundary condition

To improve the approximation to the truncated harmonics n¿N , without a�ecting the modes
n6N , we de�ne a modi�ed boundary condition using (26) for j=1, and r=R, i.e. applying the
second-order Bayliss and Turkel operator, with remainder

B2�nm(R; t)= 2v2nm(t) (54)

we form the inverse spherical harmonic transform with the result

B2�=
∞∑
n=2

n∑
m=−n

2v2nm(t)Ynm(�; ’) on � (55)

where the function v 2nm(t)=w2nm(R; t)=2 satis�es the same �rst-order matrix system (40), for each
harmonic (46). In practice, the sum over n in (55) is truncated at a �nite value N . For n¿N ,
the truncated condition (55) reduces to B2�=0 on �. This condition approximates the harmonics
n¿N , with leading error O(1=R5). Therefore, when truncated at a �nite value N , the boundary
condition (55) approximates the modes n¿N with greater accuracy than (45).
Following the steps given in Reference [13], Equation (55) can be implemented in a symmetric

�nite element variational equation similar to that used for the modi�ed non-reecting boundary
condition given in Reference [11]. In this case, we introduce additional auxiliary functions qnm(t)
and  (�; ’; t), such that

B1�− 1
2R
�� =R

∞∑
n=2

n∑
m=−n

qnm(t)Ynm on �; t¿ 0 (56)
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(
R
c

@
@t
+ 1

)
��[ ] =��[�];  (�; ’; 0)=0 (57)

(
R
c
d
dt
+ 1

)
qnm(t)= v 2nm(t); qnm(0)= 0 (58)

The three equations (56)–(58), de�ne an equivalent form of the radiation boundary condition (55),
suitable for implementation in a symmetric �nite element formulation, see References [13; 14].

3.3. Grote and Keller non-reecting boundary conditions

In this section we rederive the exact NRBC formulated in References [10; 12], directly from
the multipole expansion (15) and recursion relation (16). Then using a linear transformation, we
establish the equivalence between the exact NRBC and RBC1(N; N ) de�ned by (45) and (40)
with pn= n.
We begin with the recurrence relation (16) for k =1

1
c

@
@t

�1nm(r − ct)= − c1n�
0
nm(r − ct) (59)

where c1n= − n(n + 1)=2. Then replace �0nm in (59), using the asymptotic wave expansion (15)
with the term k =0 written explicitly

�0nm(r − ct)= −
n∑

k=1
r−k �k

nm(r − ct) + r �nm(r; t) (60)

with the result

1
c

@
@t

�1nm(r − ct)= c1n
n∑

k=1
r−k �k

nm(r − ct)− rc1n �nm(r; t) (61)

De�ning the scaled wave function

zknm(t)= − 1
c1nRk �

k
nm(R− ct) (62)

then (61), evaluated on the boundary r=R, can be written as a �rst-order ordinary di�erential
equation in time driven by radial harmonics on the spherical boundary

d
dt

z1nm(t)= c1n
c
R

n∑
k=1

zknm(t) + c �nm(R; t) (63)

Similarly, using the change of variable (62), the recursion relation (16) evaluated at r=R, gives
the sequence of equations for k =2; 3; : : : ; n

d
dt

zknm(t)= − ck
n
c
R

zk−1nm (t) (64)

where ck
n is de�ned in (17). Writing (63) and (64) in matrix form, we derive the same �rst-order

system of auxiliary equations �rst derived in Reference [10] with improved scaling in Reference [12]

d
dt
znm(t)=Cn znm(t) + c �nm(R; t)e1 (65)
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Here {zjnm}; j=1; 2; : : : ; n; are the components of the time-dependent vector znm(t), with n× n
coe�cient matrix

Cn=
c
R




−n(n+ 1)
2

−n(n+ 1)
2

· · · −n(n+ 1)
2

−n(n+ 1)
2

(n+ 2)(n− 1)
2× 2 0 · · · 0 0

0
(n+ 3)(n− 2)

2× 3 · · · 0 0

...
...

. . .
...

...

0 0 · · · 1 0




(66)

de�ned with coe�cients

Cij
n =

c
R




−n(n + 1)
2

if i=1

(n + i)(n− i + 1)
2i

if i= j + 1

0 otherwise

(67)

Using the scaling (62), in (20) and (21), evaluated at r=R, the residual v1nm(t), of the local
B1 operator acting on the radial wave expansion (15) may be expressed in terms of a linear
combination of zknm(t)

v1nm(t)=
c1n
R2

n∑
k=1

k zknm(t)= en · znm(t) (68)

where en= {ek
n} is a vector with coe�cients

ek
n = − n(n+ 1)k

2R2
; k =1; 2; : : : ; n (69)

and zknm represent scaled wave functions.
With the residual expressed in terms of the wave function expansion (68) and taking the spher-

ical harmonic expansion of the �rst-order condition (20) we rederive the nonreecting boundary
condition given in References [10; 12](

1
c

@
@t
+

@
@r
+
1
r

)
�=

∞∑
n=1

n∑
m=−n

en · znm(t) Ynm(�; ’) on � (70)

where znm(t) satis�es (65).
Our derivation of (70) and (65), based on the radial asymptotic (multipole) expansion (15) is

relatively straightforward and provides a physical interpretation of the auxiliary functions zknm(t).
Here the vector function znm(t) satis�es the auxiliary equations (65), with components de�ned by
the scaled radial wave functions appearing in the multipole expansion for �nm. The �rst equa-
tion in system (65) represents the multipole expansion for the radial modes in terms of scaled
wave functions, while the remaining equations are equivalent to the associated recursion equation
for the wave functions. As a result, the matrix Cn is not banded and has zeros on the diago-
nal except for the �rst. Since the multipole expansion involves a summation of wave functions
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from k =1; 2; : : : ; n, all of the wave functions zknm must be included in the system of auxiliary
equations (65).
We note several distinct advantages of the formulation (45) compared to (70), including:

(i) The radiation boundary condition (45) avoids the inner product cn · znm required to form
the residual of the B1 operator in (41).

(ii) The full system matrix Cn appearing in (66) is replaced by a banded tri-diagonal matrix
in (41).

(iii) Since the functions vnm(t) appearing in (45) and (40) represent residuals of the radial
asymptotic expansion with the property vj+1

nm ¡vj
nm, and vj

nm=O(R−2j−1), then the radial
and transverse modal orders of the asymptotic form of RBC1(N; P) may be varied separately
with P¡N . By allowing the number of equations pn, in system (40), to be less than n,
the storage and cost is reduced accordingly.

To establish the equivalence of RBC1(N; N ) de�ned in (45) with (40) or (52) and pn= n, to
the exact NRBC de�ned in (70) with (65), we �rst determine the relationship between functions
wj

nm(R; t) and zjnm(t). Here the residual of the Bj local operator acting on the radial harmonics �nm

given in (27), evaluated at r=R, is rewritten in terms of the scaled wave functions zknm, using
(62)

wj
nm(R; t)=

n(n+ 1)
2

R−j−1 n∑
k=j

aj
k z

k
nm(t) (71)

Then using the scaling y j
nm(t)=Rj vj

nm(t)=Rj21−jw j
nm(R; t), we have for j=1; 2; : : : ; n

yj
nm(t)=

n(n+ 1)
2j R

n∑
k=1

aj
k z

k
nm(t) (72)

From the above, we see that yj
nm may be viewed as a linear combination of zknm. Written in matrix

form we de�ne the linear transformation Qn(znm) by the matrix-vector product

ynm(t)=Qn znm(t) (73)

with Qn= {Qij
n }, de�ned by the n× n upper triangular matrix

Qn=
n(n+ 1)

R




a11
2

a12
2

· · · a1n
2

0
a22
22

· · · a2n
22

0 0
. . .

...

0 0 · · · an
n

2n




(74)

Using the linear transformation (73) in the �rst-order system (52) with pn= n gives

d
dt
Qn znm(t)=BnQn znm(t) + R bn�nm(R; t) (75)
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Then multiplying by Q−1
n gives the equivalent system (65), with coe�cient arrays (67) computed

from

Cn=Q−1
n BnQn; e1 =

R
c
Q−1

n bn (76)

The equivalence of system (40) follows from the scaling yj
nm=Rjvj

nm.

3.4. Stability

The stability of the ordinary di�erential equation (40) or equivalently (52) is determined by the
eigenvalues of the matrix Bn. For pn= n the eigenvalues of Bn are equivalent to the roots of Cn.
The eigenvalues �n, for Cn may be determined from the eigensystem

(Cn − �nI) znm= 0 (77)

In Reference [12], we veri�ed numerically that the eigenvalues (roots) of Cn, lie strictly in the
left half of the complex plane up to n6 75. Since the maximum real part of the eigenvalues
are negative, in fact, max(Re[�n])¡−1, solutions to the �rst-order system of equations for the
auxiliary functions are stable. Using the vector transformation (73) in (77) and multiplying by
Qn, gives

(Bn − �nI) ynm= 0 (78)

where Bn is de�ned in (76). Since the same roots �n appear in both (77) and (78), the eigenvalues
for the matrices Cn and Bn, with pn= n, are identical.
To check that the eigenvalues of Bn for pn¡n also lie in the left half of the complex plane, we

compute the maximum real part of the roots for n=1; 2; : : : ; 20, with pn=1; 2; : : : ; n. In Figure 2,
the maximum real part of the eigenvalues of the pn ×pn matrices Bn are plotted as a family
of curves for n=1; 2; : : : ; 20, and pn6 n. The values for pn¡n are bounded by the solid curve
representing the maximum eigenvalues computed with pn= n. This result implies that both the
exact and asymptotic forms of the radiation boundary condition RBC1 are stable.

4. FINITE ELEMENT FORMULATION

In the following, we summarize the �nite element formulation for the initial-boundary value prob-
lem within the bounded region 
, supplemented by the radiation boundary condition (45) on �.
Since both the radiation boundary condition RBC1(N; P) de�ned in (45) and the closely related
NRBC (70), are in the form of the local �rst-order Bayliss and Turkel operator with residual deter-
mined by solving parallel systems of �rst-order temporal equations, the implementation is similar
to that given in References [11; 12]. Extensions for the formulation of the modi�ed condition (55)
follows the procedures described in References [13; 14].

4.1. Variational equation

The statement of the weak form for the initial-boundary value problem in the computational domain

 may be stated as:
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Figure 2. Maximum real part of eigenvalues for the pn × pn matrix Bn normalized with c=R vs. dimension
pn. The graph shows a family of dashed curves for n=1; 2; : : : ; 20, and pn6n. The values are bounded by

the solid curve representing the maximum eigenvalues computed with pn= n.

Given: f; �; �; ; c,
Find: �(x; t) in 
 ∪ @
, such that for all admissible weighting functions ��, the following varia-
tional equation is satis�ed

M (��; �) + C(��; �) + K(��; �)=FS(��) + F�(��) (79)

with

M (��; �) :=
∫



1
c2

��
@2�
@t2

d
 (80)

C(��; �) :=
∫
S

�
�
��

@�
@t
dS+

∫
�

1
c
��

@�
@t
d� (81)

K(��; �) :=
∫


∇�� · ∇� d
 +

∫
S


�
��� dS+

1
R

∫
�
��� d� (82)

FS(��) :=
∫


��f d
 +

∫
S

��
g
�
dS (83)

F�(��) :=
∞∑
n=1

n∑
m=−n

v1nm

∫
�
��Ynm d� (84)

In the above, v1nm(t) is a component of the vector function vnm(t) satisfying the system of
�rst-order di�erential equations (40), driven by the modes �nm(R; t) computed from the spherical
harmonic transform of � on �

d
dt
vnm(t)=An vnm(t) + bn

1
R2

∫
�
Y ∗
nm(�; ’)�(R; �; ’; t) d� (85)

Here d�=R2 sin � d� d’ for a spherical truncation boundary.
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For the scattering problem, a known incident wave �(i)(x; t) is scattered from the surface S.
The total solution �, is then the superposition of the incident wave �(i) and scattered �eld �(s),
i.e. �=�(i) + �(s). The scattered �eld is a solution to the wave equation subject to the radiation
boundary condition (45) and condition (3)

�
@�(s)

@n
+ �

@�(s)

@t
+ �(s) = gs(x; t); x∈S; t ∈ [0; T ] (86)

where

gs(x; t)= g− �
@�(i)

@n
− �

@�(i)

@t
− �(i) (87)

For a given �(i), the scattered �eld may be solved within 
 using the weak form of the IBVP
de�ned in (79), with � and g replaced with �(s) and gs, respectively. We note that this solution
requires normal derivatives of the time-dependent incident wave, @�(i)=@n, appearing in (87). For
complex surfaces, the computation of normal derivatives may be inconvenient.
An alternative formulation which avoids explicitly computing derivatives on S is derived by

exploiting the separable form of the spherical radiation boundary and solving for the total �eld �.
In order to directly solve � within 
, the variational equation is modi�ed to represent the incident
wave �eld on the radiation boundary �. The scattered �eld is then computed by subtracting the
given incident wave from the total �eld, i.e. �(s) =�−�(i). To solve for the total �eld, we modify
the linear operator F� as

F�(��) :=
∞∑
n=1

n∑
m=−n

v1nm

∫
�
��Ynm d� +

∫
�
��B1 �(i) d� (88)

where

B1 =
(

@
@r
+
1
c

@
@t
+
1
r

)
(89)

is the �rst-order local operator of Bayliss and Turkel, and v1nm(t) is a solution of the �rst-order
system

d
dt
vnm(t)=An vnm(t) + bn �(s)nm(R; t) (90)

driven by modes

�(s)nm(R; t)=
1
R2

∫
�
Y ∗
nm(�; ’) [�(R; �; ’; t)− �(i)(R; �; ’; t)] d� (91)

In this formulation, normal derivatives of the incident wave are not computed on the surface S.
Instead, the incident wave is represented on the spherical radiation boundary �, where the normal
derivative reduces to the radial derivative, @�(i)=@n= @�(i)=@r, which is easily computed.

4.2. Finite element discretization

To obtain a �nite element approximation to the solution of the variational equation (79), the
domain �
 is discretized into a �nite number of subdomains (elements), and we apply the standard
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Galerkin semi-discrete approximation

�(x; t)≈�h(x; t) = N(x)M(t) (92)

��(x; t)≈ ��h(x; t) = N(x) �M(t) (93)

where N(x) is a row vector array of standard C0 basis functions with compact support associated
with each node, and M(t) is a time-continuous column vector containing the nodal values of �h.
The superscript h denotes a �nite-dimensional basis. Using this approximation in (79), we arrive
at the following system of second-order ordinary di�erential equations in time

M �M(t) + CṀ(t) + KM(t)=F(t); t ¿ 0 (94)

M(0)=M0; Ṁ(0)= Ṁ0 (95)

In the above, M, C, and K are standard arrays associated with the discretization of the wave
equation and the local B1 operator; and F(t)=FS +F� is the discrete force vector composed of a
standard load vector FS and a part associated with the auxiliary functions appearing in the radiation
boundary condition. In practice, for real boundary condition data on S, it is advantageous to use
real instead of complex spherical harmonics. In this case the spherical harmonic is given by the
real and imaginary parts of (10) with a modi�ed normalization. Using real values, we de�ne the
even and odd harmonics as

Y cnm := Pm
n (cos �) cos m’ (96)

Y snm := Pm
n (cos �) sin m’ (97)

so that the force vector takes the form

F�(t)=
N∑

n=1

n∑
m=0

′
[ vcnm;1(t)f

c
nm + vsnm;1(t)f

s
nm] (98)

where the prime on the sum indicates that a factor of 1/2 multiplies the term with m=0, and

fcnm :=
∫
�
NT(�; ’) Y cnm(�; ’) d� (99)

f snm :=
∫
�
NT(�; ’) Y snm(�; ’) d� (100)

In (98), the functions vcnm;1 and vsnm;1 are the �rst element of the vector arrays v
c
nm= {vcnm; j}, and

vsnm= {vsnm; j}, which satisfy the system of �rst-order di�erential equations (40) driven by the even
and odd radial modes at r=R

�cnm(R; t)=
2

R2Nnm
fcTnm M�(t) (101)

�snm(R; t)=
2

R2Nnm
f sTnm M�(t) (102)

In the above, M�(t)= {�I (t)}, I =1; 2; : : : ; N�, is a vector of nodal solutions on the arti�cial
boundary � with N� nodes.
The sum over n is truncated at a �nite value N . For N =0, the formulation reduces to the B1

local boundary condition. For N¿1, the radiation boundary condition only requires inner products
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of spherical harmonics and �nite element basis functions with compact support within the boundary
vector fnm. As a result, the components of the force vector are easy to compute, either at each node
on the radiation boundary �, or over each element on the boundary and using standard element
vector assembly. We note that the implementation does not disturb in any way the symmetric, and
banded=sparse structure of the �nite element matrix equations.
Furthermore, we note that the harmonics Ynm(�; ’) may be approximated by a projection onto

the �nite-dimensional basis. In particular, the harmonics may be approximated by the interpolant
of Ynm, using the expansions

Y cnm(�; ’)≈N(�; ’) ycnm (103)

Y snm(�; ’)≈N(�; ’) ysnm (104)

where ynm= {Ynm; l}; l=1; 2; : : : ; N�, is a vector containing the nodal values of the harmonic de�ned
by (n; m) on �, i.e. ynm;l= Ynm(�l; ’l).
Using this expansion in (98) we have

F�(t)=
N∑

n=1

n∑
m=0

′
M�[ycnm vcnm;1(t) + y

s
nm vsnm;1(t)] (105)

where vcnm;1 and vsnm;1 are driven by

�cnm(R; t) =
2

R2Nnm
ycTnmM� M�(t) (106)

�snm(R; t) =
2

R2Nnm
ysTnmM� M�(t) (107)

In the above, M� is the N� × N� symmetric matrix

M� :=
∫
�
NTN d� (108)

We note that this matrix may be diagonalized using nodal (Lobatto) quadrature, so that the
matrix-vector multiply is reduced to an inner product.
Let N� denote the number of grid points on the truncating surface �, and NT = (N+1)2, the total

number of harmonics included in the radiation boundary condition. For typical problems, NT.N�,
so that the extra work computing the spherical transforms is relatively small. To compute the
inner products, it is not necessary to compute NT inner products over the entire sphere. Since the
spherical harmonics Ynm separate in � and ’, it is su�cient to compute O(N ) inner projects in ’,
and then to compute O(N 2) one-dimensional inner products in �. If a large number of harmonics
NT are needed such that NT≈N�, then the work required can be reduced by an order of magnitude
using a simple separation of variables and Fast Fourier Transform (FFT) for the variables ’ [30].
On a grid of 2N points equispaced in ’ by N Gaussian nodes in cos � the work can be reduced
further using recently developed fast spherical transform algorithms, e.g. References [31; 32], with
work reduced to order O(NT ln NT), and O(NT ln

2 NT), respectively.
As discussed in Reference [12], one time-integration approach is to apply the central di�erence

method directly to (94). This explicit method requires only the forcing term Fk =F(tK) at time step
tK = k�t. Therefore, to update the solution dk+1 =M(tk+1), only the evaluation of vknm= vnm(tK) is
needed. To numerically solve (40), either the explicit second-order Adams–Bashforth method or the
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implicit second-order Adams–Moulton method (trapezoidal rule) may be used. The computational
work required in solving is negligible, since the matrices An, are banded, relatively small (usually
N625), and remain constant. When pn¡n, the work is further reduced.
An alternative approach is to apply the Newmark family of algorithms (and variations such as

HHT-�) in predictor=corrector form to the semidiscrete equations (94), see Reference [12]. Any
of the members of the Newmark family may be used, including the second-order accurate and
unconditionally stable trapezoidal rule, and conditionally stable central di�erence method. When
solving using the explicit central di�erence method, the equations may be decoupled using standard
diagonal mass M, and damping matrices C, e.g. using nodal quadrature, row-sum technique, or
the HRZ lumping scheme. The solution of the Newmark algorithm requires that the forcing term
Fk+1, and therefore vk+1nm be available. In this case the value vk+1nm , may be computed concurrently
using an explicit time integrator applied to (40); e.g. the explicit second-order accurate Adams–
Bashforth algorithm. Complete algorithms for computing the solution concurrently with auxiliary
functions on �, using either implicit or explicit time integrators, are given in Reference [12].

5. NUMERICAL STUDIES

Numerical studies are performed to study the accuracy and convergence properties of the exact
and asymptotic form of the radiation boundary condition RBC1(N; P) de�ned in (45) and (40).
In the �rst example we investigate the ability of RBC1(N; P) to accurately represent multipole
solutions on �. In the second example, we investigate a challenging problem of steady state
radiation from a piston on a sphere involving an in�nite number of harmonics. Next, numerical
studies are performed using the total �eld formulation for scattering from a rigid sphere. In the
�nal example we study fully transient solutions for a circular piston transducer mounted in an
in�nite rigid planar ba�e. For each problem, comparisons are made to numerical solutions using
the local boundary operators B1 and B2, and analytical solutions.

5.1. Spherical harmonic radiation

Consider time-dependent multipole radiation from a sphere of radius a=1, driven by

�(a; �; t)=Pn(cos �) sin!t H (t); 06�6� (109)

where H (t) is the unit step (Heaviside) function.
The exact steady state solution for this problem is

�(r; �; t)= − Imag
{

hn(kr)
hn(ka)

Pn(cos �)e−i!t
}

; r¿a (110)

In the above, Pn are Legendre polynomials, hn are spherical Hankel functions of the �rst kind,
and k =!=c is the wave number. Closed-form transient solutions for modes n=0 and n=1 are
available by exact evaluation of a Laplace transform. For general problems, when the number of
equations used in (40) is equal to the mode number, pn= n, then the radiation boundary condition
RBC1(N; N ), is exact for modes n6N . For multipole radiation de�ned by (109), the solution
involves only a single mode n. In this case, setting RBC1(N; 0) with N = n, is equivalent to the
�rst-order local Bayliss and Turkel condition B1. This condition is exact for the ‘breathing’ mode
corresponding to n=0 in (109) yet only approximates higher modes. Similarly, the second-order
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local condition B2 is equivalent to the asymptotic radiation condition RBC1(N; 1), N = n, which
is exact for the �rst two modes corresponding to n = 0 and n = 1.
The problem is axisymmetric and independent of ’. Therefore, it is su�cient to compute the

solution in the domain 
 de�ned by the (r; �) plane for a6r6R, and 06�6�. The radiation
boundary condition reduces naturally to the axisymmetric problem by setting the index m = 0 in
(45), with the result

B1[�] = − 1
R

∞∑
n=1

vnm;1(t)Pn(cos �) (111)

Here the system of equations (65) for zn0 are driven by the radial modes

�n0|r=R=
(2n+ 1)

2

∫ �

0
�(R; �; t)Pn(cos �) sin � d� (112)

For this example problem the arti�cial boundary � is set at R=2. The computational domain
inside � is discretized with a uniform mesh with 20 × 120 standard 4-node bilinear axisymmet-
ric �nite elements (20 evenly spaced elements in 16r62, and 120 evenly spaced elements in
06�6�). The wave speed is set at c=1 corresponding to a non-dimensional time ‘t a=c’. The
calculation is driven with mode n=6 and a relatively low frequency !a=c= �=4, corresponding to
a steady state wavelength �=a=8. The number grid points per transverse mode on the boundary
is N�=N =20. A time-harmonic solution is obtained by starting from rest with initial data �0 = 0
and �̇0 = 0 and driving the solution to steady state with a time step �t=0:08. The �nite element
equations are solved with the Newmark time-stepping algorithm de�ned by the trapezoidal rule.
The mesh and time increment are relatively small so that the error is primarily due to the radiation
boundary treatment.
For reference, contours of the numerical solution using the exact radiation boundary condition

RBC1(6,6), after reaching steady state are illustrated in Figure 3. Time-dependent solutions on the
radiation boundary �, at the pole de�ned by R=2, and �=0, are shown in Figure 4. To study the
accuracy of the various boundary treatments, it is su�cient to compare numerical results to the
exact steady state solution given in (110) with n=6. Numerical solutions are computed using local
operators B1, and B2, and the radiation boundary condition RBC1(N; P), with N =6, and P=N .
The results show that the numerical solution using both B1 and B2 exhibits signi�cant amplitude
and phase error, indicating spurious reection from the radiation boundary �. As expected, the
solution obtained using RBC1(6,6) can barely be distinguished from the exact time-harmonic
solution in the steady state interval beyond t¿5.
The instantaneous error e(t)=�h−�, measured in L2 norm on a spherical boundary with radius

r=R0 is de�ned as

E(t)=
{∫ �

0
[�h(R0; �; t)− �(R0; �; t)]2 sin � d�

}1=2
(113)

where �h is the approximate �nite element solution and � is the exact steady state solution.
Figure 5 gives the relative maximum L2 error

Emax = max
t16t6t2

E(t) (114)

over the steady-state interval t ∈ (t1; t2)= (10; 30), computed using RBC1(6; P); P=1; 2; : : : ; 6, nor-
malized with the exact condition RBC1(6; 6).
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Figure 3. Spherical harmonic n=6 with normalized frequency !a=c= �=4. Solution contours at t=42:64,
using RBC1(6,6).

Figure 4. Spherical wave harmonic n=6; frequency !a=c= �=4. Time-dependent solutions computed using
the local radiation boundary conditions B1, B2, and RBC1(N; P), with truncated expansion N =6, and P=N .

Numerical results are compared to the steady state exact solution on � at R=a=2, and �=0◦.

Solutions are compared at three di�erent frequencies, !a=c= [�=4; �; 2�], with corresponding
time-steps �t= [0:08; 0:02; 0:01]. These results demonstrate that for the low frequency value, the
accuracy using the uniform approximation RBC1(6; P), with P=5, is almost the same as the exact
condition RBC1(6; 6). As the frequency is increased, the number of auxiliary variables needed to
approach the exact condition is reduced signi�cantly. In particular, for !a=c=2�, then the asymp-
totic radiation boundary condition RBC1(6; 2) with value P=2, is su�cient to accurately represent
the exact condition corresponding to P=6. For this test problem, the accuracy of RBC1(6; 2) is
equivalent to using a local third-order B3 Bayliss and Turkel boundary condition.
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Figure 5. Harmonic n=6. Relative maximum L2 error RBC1(6; P)=RBC1(6; 6), on the radiation boundary �
during steady state. Comparisons for frequences !a=c= [F1; F2; F3]= [�=4; �; 2�].

5.2. Transient radiation from a piston on a sphere

To study the accuracy for a problem involving an in�nite number of spherical harmonics, we
consider axisymmetric radiation from a circular piston on a sphere with radius a=0:5. The piston
is represented by the Dirichlet condition

�(a; �; t)=f(�) sin!t H (t); 06�6� (115)

where H (t) is the Heaviside function and

f(�)=




1; 0◦6�6�1
cos �− cos �2
cos �1 − cos �2 ; �1 ¡ �6�2

0 otherwise

(116)

For this example, we set �1 = 15◦, and �2 = 30◦. This problem is challenging because the waves
radiated at the piston pole �=0◦ are attenuated by a geometric spreading loss as they travel along
longitudes down to the south pole �=180◦. In the region opposite the piston (shadow zone),
the amplitude of the waves are signi�cantly lower than near the piston [33]. The exact transient
solution to this problem contains a term decreasing rapidly with time which can be explained due
to the presence of ‘creeping waves’, i.e. the radiation from the piston can encircle the sphere a
number of times, so that the transient solution in principle never reaches a steady state, although
in practice the exponentially decreasing term quickly becomes negligible as time increases.
The exact steady state solution to this problem is obtained by expanding the function f(�)

as a series of Legendre functions Pn, and evaluating the radiated solution at r= a, with the
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Figure 6. Radiation from a piston on a sphere with radius a=0:5 and frequency !a=c= �. Solution contours
at steady state, using RBC1(20; 20). Radiation boundary � set at R=a=1:75.

result

�(r; �; t)= − Imag
{
e−i!t

∞∑
n= 0

An
hn(kr)
hn(ka)

Pn(u)
}

(117)

with coe�cients

A0 = 1
4 (2− u1 − u2) (118)

and for n¿1

An=
1
2
[Pn−1(u1)− Pn+1(u1)] +

2n+ 1
2

∫ u2

u1

u2 − u
u1 − u2

Pn(u) du (119)

where u= cos �. In the above, the integral is evaluated exactly using n=2 + 1 Gauss–Legendre
quadrature points.
For this problem, the spherical radiation boundary �, is positioned at three di�erent locations

de�ned by R=a= [1:25; 1:5; 1:75], with corresponding meshes of [10; 20; 30]× 240 elements evenly
spaced in the region (0:56r6R); × (06�6�). The computation is driven from rest to steady
state with a normalized frequency !a=c= � and a time step �t=0:005.
For reference, Figure 6 shows contours of the numerical solution using RBC1(20; 20) positioned

at R=a=1:75, for a representative time t=4, during steady state. Figure 7 shows the solution at
the observation point R=a=1:75 and �=180◦, located in the shadow zone on the backside of the
piston. In this di�cult region, the solution using B1 and B2 exhibits large spurious reections,
while the solution using RBC1(20; 20) gives accurate solutions.
Figure 8 (Top) shows the maximum L2 error for RBC1(N; N ) measured on a sphere with radius

R0=a=1:25, when the radiation boundary condition is moved from R=a=1:25 to R=a=1:75, and
the number of modes included in the radiation boundary condition N , increasing from 0 to 20. We
observe that the solutions using RBC1(N; N ) converge to approximately the same minimum error
value for each truncation boundary position. This limiting error is controlled primarily by the dis-
cretization of the spherical harmonic transforms. With the number of grid points on the boundary,
N� = 240, and N =20, we have N�=N =12 grid points=mode. As the truncation boundary is moved
further away from the source, the number of modes N required to obtain a �xed level of accuracy
is reduced. For example, for R=a=1:25, N =20 terms are needed to converge, whereas, when R=a
is increased to 1:75, only N =9 terms are required. Figure 8 (Bottom) shows the maximum error
using RBC1(N; P) for �xed N =20, and with variable P620. These results show that accurate
solutions are obtained using a value of P signi�cantly lower than N , with corresponding reduction
in work and memory.
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Figure 7. Time-histories at observation point on R=a=1:75, and �= �.

For the axisymmetric case, with m=0, the total number of auxiliary equations for RBC1(N; P)
is O(PN ):

Np=
P∑

n=1
n+ (N − P)P=

1
2
P(2N − P + 1) (120)

and for the exact condition RBC1(N; N ), the number increases to O(N 2):

Np=
N∑

n=1
n =

1
2
N (N + 1) (121)

In particular, for the case where the truncation boundary � is positioned close to the source
(R=a=1:25), such that N =20 modes are needed to obtain accurate solutions, then P=5 is su�-
cient to converge to the same limiting error value, i.e. the error in RBC1(20; 20) ≈ RBC1(20; 5).
The total number of auxiliary equations using the exact condition RBC1(20; 20) is

∑20
n= 1 n=210,

while RBC1(20; 5) only requires
∑5

n= 1 n + 5(20 − 5)=90 equations, a signi�cant reduction. In
general, we observe that P¿N=3 is su�cient to approximate the accuracy of the exact condition.

5.3. Transient scattering of a plane wave by a sphere

To study the total �eld solution to the scattering problem, consider a sphere of radius a=1, on
which we assume a homogeneous Neumann boundary condition

@�
@r
=0; on r= a (122)
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Figure 8. Radiation from piston on a sphere of radius a=0:5 and frequency !a=c= �. Maximum L2 error
during steady state measured at r=a=1:25. Radiation boundary condition applied at truncation boundary �
postioned at R=a=1:25; 1:5; 1:75. Numerical solutions using (top): RBC1(N; N ), (bottom): RBC1(20; P).
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If � is the acoustic pressure, this condition represents a ‘rigid’ scatterer. Let the incident wave be
represented by a traveling plane wave along the z-axis at speed c, i.e.

�(i) =



sin[k(z − z0)− !t]; t¿

z − z0
c

0; t¡
z − z0

c

(123)

Here k =!=c, and the wave is incident from the �= � direction, and z0 is the location of the
plane wave at time t=0. The total �eld �(r; �; t) is composed of a superposition of the incident
wave �(i)(z; t) and a scattered wave �(s)(r; �; t), i.e. �=�(i) + �(s). With the Neumann boundary
condition (122), the scattered �eld is a solution to the wave equation subject to the boundary
condition

@�(s)

@r
= − @�(i)

@r
= − k cos u cos �H

(
t − z − z0

c

)
on r= a (124)

and u= k(z − z0)− !t, z= a cos �.
The exact steady state solution is obtained by expanding the exponential form of the incident

wave in spherical harmonics by means of an addition theorem [33]. For �(i) given in (123), the
steady state analytical solution is

�(s)(r; �) = Imag
{
e−i(k z0+!t)

∞∑
n= 0

An hn(kr)Pn(cos �)
}

(125)

An =−in (2n+ 1) j
′
n(ka)

h′n(ka)
(126)

In the above, jn and hn are spherical Bessel’s and Hankel’s functions of the �rst kind respectively.
For the �nite element solution, we use the modi�ed variational equation for the total �eld where

the incident wave is represented on the radiation boundary �. For the incident wave de�ned in
(123), the modi�cation to the boundary operator F� given in Equation (88) involves the inner
product with

B1 �(i) =
[
k cos u (cos �− 1) + 1

R
sin u

]
H
(
t − z − z0

c

)
; (127)

and z=R cos �. The bounded domain is discretized with a uniform mesh of standard four-node
bilinear axisymmetric �nite elements with 240 evenly spaced elements in 06�6�. The radia-
tion boundary is placed at three di�erent radii R=a= [1:25; 1:5; 1:75], with corresponding mesh
240× [10; 20; 30]. The computation is driven from rest at z0 = − 2, to steady state with a normal-
ized frequency !a=c= � and a time step �t=0:01.
Contours for the scattered solution �(s) =�− �(i), computed using RBC1(10; 10) positioned at

R=a=1:75 are shown in Figure 9. Figure 10 shows time histories of the scattered solution on
the arti�cial boundary � de�ned by R=a=1:25, both at �=0, and the backscattered point �= �.
Results are compared using the local operators B1, B2 and RBC1(10; 10). At the backscattered
point, the solutions using B2 and RBC1(10; 10) can barely be distinguished with the exact steady
state solution. Results for B1 show small errors in amplitude and phase. However, on the other
side of the sphere, at point �=0, both operators B1 and B2 exhibit signi�cant spurious reection.
In contrast, the solution using RBC1(10; 10) matched the exact solution very well.
Figure 11 shows the maximum L2 error during steady state measured on a sphere with radius

R0=a=1:25. For this example, we observe that the solutions using RBC1(N; N ) converge rapidly
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Figure 9. Scattering from a sphere with wave incident from the (�= �) direction, and normalized frequency
!a=c= �. Solution contours at steady state (t=15), using RBC1(10; 10) and R=a=1:75:

with N . As the radiation boundary is moved further away from the source, the number of modes
N required to obtain a �xed level of accuracy is reduced. For R=a=1:25, N =8 modes are needed
to converge. As the radiation boundary is moved further away from the scatterer to R=a=1:75,
then only N =6 modes are needed. The maximum error using RBC1(N; P) for �xed N =8, and
with variable P66, is shown in Figure 11 (Bottom). These results again show that the uniform
approximation to the exact condition is su�ciently accurate with N=36P6N .

5.4. Transient radiation from a circular piston in in�nite planar ba�e

In this example we study transient radiation in a semi-in�nite region de�ned by circular transducer
of radius a=1 mounted in an in�nite rigid planar ba�e. A circular transducer radiating into an
acoustic uid is considered since this case has been widely studied and is important to many
researchers. Let � denote acoustic pressure, then the sound pressure �eld is determined by the
wave equation and by the boundary conditions

@�
@z
=

{−�0 v̇(t) on piston P= {06r6a; �= �=2}
0 on ba�e B= {r¿a; �= �=2} (128)

where z is the coordinate normal to the piston and ba�e, v(t) is the velocity of the piston, and a
superimposed dot denotes a time derivative. The normal velocity is assumed to be the Gaussian
pulse

v(t)= e−0:5f
2
0 (t−t0)2H (t) (129)

where t0 = 0:5 s, and f0 = 8 and wave speed c=1. With this choice of parameters, the wavelet
spans the time interval of t ∈ (0; 1) s and excites a continuous band of frequencies over the range
!∈ (0; 25) rad=s.
The solution �(r; �; t) is rotationally symmetric about the z-axis normal to the center of the

piston. Since the problem is axisymmetric, it is convenient to introduce cylindrical co-ordinates
(�; z), where �=

√
x2 + y2 is the polar radius (distance o� the axis) of the circular piston. The

analytic solution to this problem is obtained by means of an impulse response function h(�; z; t)
which is derived by Stepanishen [34] for a circular piston:

�(�; z; t)= − �0
@
@t
[v(t) ∗ h(�; z; t)] (130)

where �0 is the density of the medium, and the asterisk is used to denote convolution in time. For
observation points on the z-axis, the time convolution may be evaluated in closed form. Points o�-
axis are integrated numerically. For this input, the solution on the z-axis consists of two Gaussian

Copyright ? 2000 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Engng. 2000; 47:1569–1603



ACCURATE RADIATION BOUNDARY CONDITIONS 1597

Figure 10. Scattering of plane wave from a sphere. Time histories on the arti�cial boundary �, at (top)
�=0, and (bottom) backscattered point �= �. Results compared for local operators B1, B2 and RBC1(N; P)

with N =P=10.
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Figure 11. Scattering of a plane-wave from a sphere. Maximum L2 error during steady state measured at
r=a=1:25. Radiation boundary condition applied at truncation boundary � postioned at R=a=1:25; 1:5; 1:75.

Numerical solutions using (top): RBC1(N; N ), (bottom): RBC1(8; P):
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pulses of opposite amplitude. The time delay of the initial pulse corresponds to the propagation
time from the centre of the piston to the spatial point, and the time delay of the second pulse
corresponds to the propagation time from the edge of the piston to the spatial point.
To satisfy the symmetry condition at the rigid ba�e, it is su�cient to restrict the indices

appearing in the expansion for the RBC1 de�ned in (111) to n= even, and modify the transform
(112) for the radial harmonics by a factor of two, with integration restricted over the interval
06�¡�=2. To provide a challenging problem, the truncation boundary � is positioned near the
edge of the circular piston with R=a=1:25. The �nite element mesh consists of 150 evenly spaced
axisymmetric elements along the z-axis from 06z61:25, and 90 evenly spaced elements from
0¡�6�=2. The time step is set at �t=0:015.
Figure 12 shows contours of the pressure �eld solution using RBC1(20; 20) at several time

steps. The solution obtained using RBC1(20; 20) is nearly identical to the analytical solution at all
observation points. Figure 13 shows transient solutions at several observation points on the z-axis
and di�erent locations on the truncation boundary �. Comparisons are made between the analytical
solution and numerical solutions using the asymptotic radiation boundary condition RBC1(20; P)
with P=0; 1 and P=3. For this example problem, with N =20 angular harmonics included in
the expansion, the accuracy of condition RBC1(20; 0) is nearly identical to the local B1 operator
of Bayliss and Turkel. Similarly, RBC1(20; 1) behaves like the local B2 operator. The accuracy
of condition RBC1(20; 3) is expected to be approximately the same as the local B4 operator. The
results indicate that the early time response is accurately represented on the z-axis using any of the
boundary conditions studied. However, the numerical solution for RBC1(20; 0) and RBC1(20; 1)
exhibits large errors at later times; both overshooting and undershooting the exact solution. At
angles o� the piston axis, the conditions RBC1(20; 0) and RBC1(20; 1) exhibit spurious reections
during both the initial and secondary pulses. The RBC1(20; 3) condition matches the analytical
solution well for both early and late times, both on- and o�-axis. This result shows that with the
mesh used, the angular harmonics are resolved accurately, and accurate solutions are obtained with
the asymptotic form of RBC1(N; P). In this case it is su�cient to use a small number (P=3) of
auxiliary functions.

6. CONCLUSIONS

Asymptotic and exact local radiation boundary conditions �rst derived by Hagstrom and Hariharan
for the time-dependent wave equation, are rederived based on the hierarchy of local boundary op-
erators used by Bayliss and Turkel and a recursion relation for the expansion coe�cients appearing
in the asymptotic (multipole) expansion for radial wave harmonics. By introducing a decomposition
into spherical harmonics we reformulate the sequence of local boundary conditions as a Cauchy
problem involving systems of �rst-order temporal equations, similar to that used in References
[10; 12]. A modi�ed version similar to the formulation given in Reference [13] is also reported.
With this reformulation, the auxiliary functions are recognized as residuals of the local boundary
operators acting on the asymptotic expansion. The use of spherical harmonics allows the boundary
conditions to be implemented e�ciently and concurrently without altering the local character of
the �nite element equations. With the number of time-dependent auxiliary variables in the Cauchy
problem for each harmonic equal to the mode number, the RBCs are exact. If fewer equations
are used, then the boundary conditions form high-order accurate asymptotic approximations to the
exact condition, with corresponding reduction in work and memory. Computation of eigenvalues
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Figure 12. Solution contours of pressure �eld using RBC1(20; 20) for transient radiation from a circular piston
in in�nite planar ba�e at time (left): (a) t=0:45; (b) t=0:9; (c) t=1:35. (right): (a) t=1:8; (b) t=2:25;

and (c) t=2:7.

for the �rst-order system of residual functions veri�ed solutions are stable. Using a linear trans-
formation, we establish the equivalence of our exact version of the RBC to the non-reecting
boundary conditions (NRBC) derived in References [10; 12]. Our analysis of the NRBC provides
a straightforward derivation and a clear physical interpretation of the auxiliary functions, here in-
terpreted as wave functions appearing in the multipole expansion. Several improvements of our
radiation boundary condition over the NRBC derived in References [10; 12] have been identi�ed
including a banded tri-diagonal coe�cient matrix for the auxiliary variables, reduced memory and
computational work needed to store and solve the auxiliary functions for each harmonic, and the
ability to vary separately the radial and transverse modal orders of the radiation boundary con-
dition. Furthermore, using asymptotic radial wave expansions and Fourier modes similar to that
used in this paper for the three-dimensional wave equation, we have developed an e�cient �nite
element implementation on a circle in two dimensions [35].
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Figure 13. Time histories at observation points: (left) On-axis at �=0, z=0:0; 0:75; 1:125; (right) O�-axis
on � at R=1:25, �=30; 60; 90◦. Solid line denotes analytic solution; Dotted line denotes RBC1(20; 0);

Dashed line denotes RBC(20; 1); Dashed-dotted line denotes RBC1(20; 3).
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For scattering problems, a �nite element formulation for the total �eld, which avoids explicitly
computing normal derivatives on a geometrically complex scattered surface is presented. With
this formulation, the variational equation is modi�ed by including the incident wave �eld on the
spherical radiation boundary. On a sphere, the normal derivative simpli�es to a radial derivative
which can easily be computed a priori. Furthermore, we show how the spherical harmonics ap-
pearing in the RBC may be approximated with a projection onto a �nite-dimensional basis using
the same shape functions used for the �nite element mesh. In this form, arrays appearing in the
inner products of the boundary operator may be diagonalized for e�ciency. The RBC’s may be
computed using standard nodal or element assembly procedures with mixed time integration algo-
rithms similar to that used in References [12–14]. The maximum number of spherical harmonics
needed to obtain accurate results is usually smaller than the number of grid points on the radiation
boundary. As a result, the work and amount of memory needed to store the auxiliary functions is
negligible when compared to the storage required for the solution in the interior domain. If a large
number of harmonics are needed, the work required can be reduced by an order of magnitude by
using recently developed fast spherical harmonic transform methods.
Since the RBC is based on an asymptotic expansion of radial modes, the accuracy rapidly

converges with the number of residual functions included in the Cauchy problem. Numerical studies
both for individual harmonics, and radiation=scattering problems involving an in�nite number of
modes demonstrate that the asymptotic form of the radiation boundary condition show dramatically
improved accuracy for time domain simulations compared to the �rst- and second-order local
boundary operators of Bayliss and Turkel and improved e�ciency over the exact condition. Further
research is needed to obtain strong a priori estimates in integral norms for the accuracy of the
asymptotic version of the boundary conditions, as a function of the number of residual functions
included.
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