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SUMMARY

A modi�ed version of an exact Non-reecting Boundary Condition (NRBC) �rst derived by Grote and Keller
is implemented in a �nite element formulation for the scalar wave equation. The NRBC annihilate the �rst
N wave harmonics on a spherical truncation boundary, and may be viewed as an extension of the second-
order local boundary condition derived by Bayliss and Turkel. Two alternative �nite element formulations
are given. In the �rst, the boundary operator is implemented directly as a ‘natural’ boundary condition in
the weak form of the initial–boundary value problem. In the second, the operator is implemented indirectly
by introducing auxiliary variables on the truncation boundary. Several versions of implicit and explicit time-
integration schemes are presented for solution of the �nite element semidiscrete equations concurrently with
the �rst-order di�erential equations associated with the NRBC and an auxiliary variable. Numerical studies
are performed to assess the accuracy and convergence properties of the NRBC when implemented in the
�nite element method. The results demonstrate that the �nite element formulation of the (modi�ed) NRBC
is remarkably robust, and highly accurate. Copyright ? 1999 John Wiley & Sons, Ltd.
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1. INTRODUCTION

When the �nite element method is used to model the wave equation in in�nite domains, accurate
absorbing boundary conditions, in�nite elements, or absorbing layers, are required on an arti�cial
truncation boundary � that surrounds the source of radiation or scattering [1]. If the form of the
boundary treatment is over-simpli�ed, spurious reected waves can be generated at the arti�cial
boundary, which can substantially degrade the accuracy of the numerical solution. For example,
a standard approach is to apply local (di�erential) boundary operators on � which annihilate
leading terms in the radial expansion for outgoing wave solutions. A well-known sequence of
boundary conditions applied to a spherical boundary � are the local operators derived by Bayliss
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and Turkel [2]. The �rst two boundary conditions in this sequence are:

B1�=
(

@
@r
+
1
c

@
@t
+
1
r

)
�=0 (1)

B2�=
(

@
@r
+
1
c

@
@t
+
3
r

)(
@
@r
+
1
c

@
@t
+
1
r

)
�=0 (2)

where �(x; t) is the solution to the scalar wave equation, c is the wave speed, and r is evaluated
at radius R, of a spherical arti�cial boundary �. The boundary condition (1) is exact for a uniform
spherical wave, while (2) is exact for both the �rst (spherical) and second harmonic for outgoing
waves. While these boundary conditions are exact for lower modes, they exhibit signi�cant spurious
reection for higher-order wave harmonics, especially as the position of � approaches the source
of radiation or scattering [3], and for low-frequency (long wavelength) components [4].
Recently, Grote and Keller [5; 6] have derived a sequence of non-reecting boundary conditions

for the wave equation

B1�+
1
R

∞∑
n=1

n∑
m=−n

en · znm(t)Ynm(�; ’)= 0 (3)

B2�− 1
R

∞∑
n=2

n∑
m=−n

ẽn · znm(t)Ynm(�; ’)= 0 (4)

where Ynm are spherical harmonics, en; ẽn, are vectors of coe�cients, and znm(t) are solutions to a
�rst-order system of ordinary di�erential equations driven by the radial harmonics �nm=(�; Ynm)�.
The summation over the series in (3) and (4) may be viewed as extensions of the local B1 and

B2 operators of Bayliss and Turkel [2] respectively. In computation, the sum over n in (3) and (4)
is truncated at an arbitrary value N¿1, and N¿2, respectively. Both boundary conditions are
exact for modes n6N . For modes n¿N , (3) reduces to (1) while (4) reduces to (2). Therefore,
when truncated at a �nite value N , boundary condition (4) is expected to approximate the modes
n¿N with greater accuracy than (3).
The implementation of (3) and (4) using �nite di�erence methods is discussed in [6]. In [7; 8] we

implemented a modi�ed version of (3) in a standard semidiscrete �nite element formulation with
several alternative implicit and explicit time-integrators. In this paper we show how to implement
the NRBC (4) in the �nite element method. To use (4) in a �nite element formulation, we
reformulate the boundary condition and derive an equivalent but more tractable form, which does
not involve high-order radial derivatives. Two alternative formulations are given. In the �rst,
the boundary operator is implemented directly as a ‘natural’ boundary condition in the variational
equation. In the second, the operator is implemented indirectly by introducing auxiliary variables on
the nonreecting boundary �. The indirect implementation leads to a symmetric system of matrix
equations, and avoids the unsymmetric damping matrix present in the direct implementation, albeit
at the expense of solving for additional unknowns on �. Several versions of implicit and explicit
time-integration schemes are presented for solution of the �nite element semidiscrete equations
concurrently with the �rst-order di�erential equations associated with the non-reecting boundary
condition and an auxiliary variable.
Numerical studies are performed for a challenging test problem of radiation from a piston on a

sphere, to assess the accuracy and convergence properties of the nonreecting boundary conditions
when implemented in the �nite element method. We compare the evolution of the direct and
indirect approaches to formulating (4) in the �nite element method using an L2 error norm. We
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then compare the behaviour of the �nite element formulations of the NRBC (3) and (4) as a
function of the number of terms N used in the series and the radial distance from the radiator to
the truncation boundary where they are imposed. Finally, the e�ect of frequency on the behaviour
of the non-reecting boundary conditions is investigated.

2. EXACT NON-REFLECTING BOUNDARY CONDITION

We consider time-dependent scattering=radiation in an in�nite three-dimensional region. The un-
bounded region is truncated by a spherical boundary �, of radius R. We then denote by 
 the �nite
computational domain surrounded by �. Within 
 we assume the solution �(x; t) is governed by
the non-homogeneous wave equation:

∇2�− 1
c2

@2�
@t2

= − f in 
×]0; T [ (5)

�(x; 0)=�0; �̇(x; 0)= �̇0; x∈
 (6)

At t=0, the source f(x; t) and initial data are assumed to be con�ned to the region 
, so that in
the exterior domain D, i.e., the region outside �, the scalar �eld �(x; t) satis�es the homogeneous
form of the wave equation,

∇2�− 1
c2

@2�
@t2

= 0 in D×]0; T [ (7)

�(x; 0)=0; �̇(x; 0)=0; x∈D (8)

A general solution to (7) in spherical co-ordinates (r; �; ’) is

�(r; �; ’; t)=
∞∑
n=0

n∑
m=−n

�nm(r; t)Ynm(�; ’) (9)

where Ynm are orthogonal spherical harmonics normalized on the unit sphere given by,

Ynm(�; ’)= [(2n+ 1)(n− |m|)!=4�(n+ |m|)!]1=2eim’P|m|
n (cos �) (10)

and �nm(r; t) are time-dependent radial functions.
As shown in [8], the exact non-reecting boundary condition �rst derived in [5], may be obtained

directly from recursive use of a relation for the radial functions given by Lamb [9]. In the following,
we outline the derivation of two alternative forms of the NRBC (3) and (4).
The key result from [9] is the relation between the radial functions �nm given by

�nm=
(

@
@r

− n− 1
r

)
�n−1; m (11)

Recursive use of (11) leads to the result given in [8]
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n∏
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)
�00 (12)
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where the radial function �00(r; t) satis�es the equation[
1
c2
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r
@
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]
�00(r; t)= 0 (13)

For outgoing waves, general solutions of (13) take the form of a uniform spherical wave, i.e.
vnm(r − ct)=r. Using this result in (12) gives

�nm=
n∏

j=1

(
@
@r

− j − 1
r

)
vnm(r − ct)

r
; n¿1; |m|6n (14)

As shown in [8], expanding (14) leads to an operator form involving nth-order radial derivatives
acting on vnm. By induction, the nth term appearing in the operator takes the form

�nm(r; t)=
n∑

j=0

(−1) j
r j+1 aj

n
@n−j

@rn−j vnm(r − ct) (15)

with coe�cients

aj
n =

(n+ j)!
2 jj!(n− j)!

(16)

This result was �rst derived in (Lemma 7.1 [5]) using an alternate method involving an integral
operator.
The expression for �nm given in (15) involves high-order radial derivatives which are di�cult to

implement in a numerical method. To arrive at an equivalent but more tractable form, the special
property of the wave functions vnm(r − ct)

(−1)k @k

@rk
vnm(r − ct)=

1
ck

@k

@tk
vnm(r − ct) (17)

is used to replace the radial derivatives in (15) with time derivatives with the result:

�nm(r; t)= (−1)n
n∑

j=0

1
cn−j

a j
n

r j+1
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@tn−j vnm(r − ct) (18)

As shown in [6], a sequence of equivalent exact non-reecting boundary conditions can be
obtained by applying the local di�erential operators derived by Bayliss and Turkel [2] which
annihilate increasing numbers of radial terms in the multipole expansion of �(x; t), to (18).
The simplest form of the non-reecting boundary condition is to apply the local operator

B1 :=
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to (18) with the result,
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Multiplying (20) by Ynm(�; ’), summing over n and m, setting r=R and using (9) yields

B1[�(R; �; ’; t)]= − 1
R

∞∑
n=1

n∑
m=−n

Ynm(�; ’)
n∑

j=1

j
cn−j

a j
n
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dtn−j wnm(t) (21)

where

wnm(t)= (−1)nvnm(R− ct)=R (22)

Equation (21) is the exact non-reecting boundary condition given in [5], Theorem 7.1, with
the functions wnm rescaled by (−1)n=R. The local B1 operator is exact for the breathing mode
�00 = vn(r − ct)=r and annihilates the leading radial terms 1=r and 1=r2 for higher-order modes.
Similarly, an alternate form of non-reecting boundary condition can be obtained by applying

the second-order local operator of Bayliss and Turkel [2] to (18)
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resulting in

B2[�(R; �; ’; t)]=
1
R

∞∑
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n∑
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Ynm(�; ’)
n∑

j=2

j(j − 1)
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a j
n

Rj+1
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dtn−j wnm(t) (24)

We note that the term j=1 in the series (21) does not appear in (24). As a result, the local
operator B2� is exact for the �rst two modes n=0; 1 and annihilates the leading terms up to 1=r4

for higher-order modes.
The functions wnm(t) appearing in (21) and (24) are solutions to the ordinary di�erential equa-

tions of order n obtained by evaluating (18) at r=R,

1
cn
dn

dtn
wnm(t)= −

n∑
j=1

1
cn−j

a j
n

Rj

dn−j

dtn−j wnm(t) + �nm(R; t) (25)

with initial conditions,

wnm(0)=
d
dt

wnm(0)= · · · = dn−1

dtn−1
wnm(0)= 0 (26)

The nth-order di�erential equation (25) is reduced to a �rst-order system of di�erential equations
by introducing function

zinm(t)=
1

Ri−1cn−i

ai
n

a1n

dn−i

dtn−i wnm(t); i=1; : : : ; n (27)

The resulting system of equations can be written in standard matrix form as

d
dt
znm(t)=Anznm(t) + �nm(t) (28)
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with coe�cients

Aij
n =




−n(n+1)c
2R if i=1

(n+i)(n−i+1)c
2iR if i= j + 1

0 otherwise

(29)

The non-homogeneous vector function �nm has the nm-th coe�cient of � on � as its only non-zero
component

�nm(t)= [c �nm|r = R; 0; : : : ; 0]T (30)

where

�nm|r = R=(�; Ynm)� =
∫ 2�

0

∫ �

0
Y ∗
nm(�; ’) �(R; �; ’; t) sin � d� d’ (31)

and the star indicates complex conjugate. The scaling used in (27) eliminates the large aj
n that

appears in (21) and (24) and leads to a well-conditioned coe�cient matrix A. The alternate
scaling used in [5; 6] leads to a system of di�erential equations in the same form as (28) but with
a di�erent coe�cient matrix. The initial conditions znm(0)= 0 follow directly from (26).
To eliminate the high-order derivatives appearing in (21), wnm and its derivatives are replaced

with znm, with the result,

B1�= − 1
R

∞∑
n=1

n∑
m=−n

(en · zmn)Ynm(�; ’) on �×]0; T [ (32)

where en= {e j
n} and

e j
n = n(n+ 1)j=2R; j=1; : : : ; n (33)

Similarly, equation (24) can be written as

B2�=
1
R

∞∑
n=2

n∑
m=−n

(ẽn · znm)Ynm(�; ’) on �×]0; T [ (34)

where ẽn= {ẽ j
n} and

ẽ j
n = n(n+ 1)j(j − 1)=2R2; j=1; : : : ; n (35)

Result (34) has the same form as equation (5.21) in [6], but with a di�erent scaling for ẽn.
The summation over the series in (32) and (34) may be viewed as an extension of the local

B1 and B2 operators of Bayliss and Turkel [2], respectively. In computation, the sum over n in
(32) and (34) is truncated at a �nite value N¿1, and N¿2, respectively. The modes n6N will
be represented exactly for both (32) and (34). For modes �nm=(�; Ynm)�; n¿N , (32) reduces to
B1�=0 on �, while (34) reduces to B2�=0 on �. The B1 operator annihilates radial terms in
the multipole expansion [15]:

�(r; �; ’; t)=
∞∑
j=1

gj(r − ct; �; ’)
r j (36)
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with leading error term B1�=O(1=r3), while the B2 operator has leading error term B2�=O(1=r5).
Therefore, when truncated at a �nite value N , boundary condition (34) is expected to approxi-
mate the modes n¿N with greater accuracy than (32), i.e., the truncated boundary condition
(34) remains exact for the low modes n6N , but becomes more accurate than (32) for the high
modes n¿N .

3. FINITE ELEMENT FORMULATION

Implementation of (32) and (34) with an alternate scaling using �nite di�erence methods is dis-
cussed in [6]. In [7; 8] we implemented (32) in a standard semidiscrete �nite element formulation
with several alternative implicit and explicit time-integrators. In this section we show how to
implement (34) in the �nite element method. Two alternative implementations of the (modi�ed)
boundary operators are proposed. In the �rst, the boundary operator is implemented directly as a
‘natural’ boundary condition in the variational equation. In the second, the operator is implemented
indirectly by introducing auxiliary variables on the nonreecting boundary �.
To use (34) in a �nite element formulation, we reformulate the boundary condition and derive

an equivalent but more tractable form, which does not involve high-order radial derivatives. For
�nite element implementation, second-order radial derivatives appearing in (34) are eliminated in
favour of tangential derivatives on the boundary �, through use of the wave equation in spherical
coordinates,

@2�
@r2

=
1
c2

@2�
@t2

− 2
r
@�
@r

− 1
r2
��� (37)

where

���=
1

sin �
@
@�

(
sin �

@�
@�

)
+

1

sin2 �

@2�
@’2

(38)

is the Laplace–Beltrami operator. Expanding the B2 operator in (34) and eliminating the high-order
radial derivative @2�=@r2 using (37), we obtain the alternative form of (34) given by

@�
@r
+

R
c
@2�
@r@t

+
R
c2

@2�
@t2

+
2
c
@�
@t
+
1
R
�− 1

2R
���

=
1
2

∞∑
n=2

n∑
m=−n

(ẽn · znm)Ynm on �×]0; T [ (39)

The variational equation within 
 is obtained as usual by multiplying the wave equation (5)
with a weighting function ��, and using the divergence theorem to obtain,

1
c2

(
��;

@2�
@t2

)


+ (∇��;∇�)
 =

(
��;

@�
@n

)
�
+ (��; f)
 (40)

where

(��; �)
 :=
∫


��� d


(��; �)� :=
∫
�
��� d�

are standard inner products.
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3.1. Direct implementation

For a spherical boundary, the normal derivative on � is equivalent to a radial derivative, i.e.
@�=@n= @�=@r. The exact non-reecting boundary condition (39) may be implemented directly by
replacing the normal derivative in (40) with the radial derivative in (39), with the result

1
c2

(
��;

@2�
@t2

)


+ (∇��;∇�)
 +

R
c2

(
��;

@2�
@t2

)
�
+

R
c

(
��;

@2�
@r@t

)
�

+
2
c

(
��;

@�
@t

)
�
+
1
R
(��; �)� +

R
2
(∇s��;∇s�)� =L(��) (41)

where

L(��)= (��; f)
 +
1
2

∞∑
n=2

n∑
m=−n

ẽn · znm (��; Ynm)� (42)

In the above, ∇s denotes the surface gradient on a sphere,

∇s�=
1
R
@�
@�
ê� +

1
R sin �

@�
@’
ê’ on � (43)

where ê�; ê’ are unit vectors in � and ’ directions, respectively. In deriving (41), the following
identity was used:

1
2R
(��;���)� = − R

2
(∇s��;∇s�)� (44)

This boundary term is obtained by integration-by-parts on � and the periodic condition ��(R; �; 0)=
��(R; �; 2�).
The objective of the weak form of the initial boundary value problem with direct implementation

of (39) is to �nd �(x; t) in 
∪� such that the variational equation (41) is satis�ed for all
admissible weighting functions ��, and where znm(t) satis�es the system of �rst-order equations
(28).
Using a standard Galerkin �nite element approximation � ≈ N(x)�(t), results in the following

second-order system of ordinary di�erential equations in time for the global solution vector �(t):

M ��(t) + C�̇(t) + K�(t)=F(t); t¿0 (45)

with arrays:

M=
∫



1
c2
NTN d
+

∫
�

R
c2
NTN d� (46)

C=
∫
�
NT

(
2
c
N +

R
c
@N
@r

)
d� (47)

K=
∫


(∇N)T(∇N) d
 +

∫
�

1
R
NTN +

R
2
(∇sN)T(∇sN) d� (48)

F(t) =
∫


NTf(x; t) d
 +

1
2

N∑
n=2

n∑
m=−n

ẽn · znm(t)
∫
�
NTYnm d� (49)

and N(x) is a vector array of C◦ basis functions with compact support associated with each
node in a �nite element mesh. The sum over n is truncated at a �nite value N . For N¡2, the
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formulation reduces to the direct implementation of the local B2 boundary condition described in
[3]. For N¿2, the NRBC is global over �, yet only requires inner products of spherical harmonics
within the force vector F. As a result, the NRBC is easy to implement and does not disturb the
banded=sparse structure of the �nite element matrix equations. In (49), the functions znm= {z j

nm}
are solutions to the system of �rst-order equations (28).

3.2. Indirect implementation

The direct implementation of the exact NRBC (39) results in an unsymmetric damping matrix
(47) which involves evaluation of a radial derivative on �. In order to obtain a symmetric system
and to avoid inaccuracies caused by approximating the radial derivative, an indirect implemen-
tation is developed. This alternative formulation is based on the procedure used in [10] for the
symmetrization of a second-order local absorbing boundary condition.
Recognizing the hierarchical structure inherent in the B2 operator, equation (39) can be split in

the form,

R
c

@
@t
(B1�) + B1�− 1

2R
���− 1

2

∞∑
n=2

n∑
m=−n

(ẽn · znm)Ynm=0 (50)

By introducing auxiliary variables  (�; ’; t) and qnm(t) on � such that

1
2R
���=

R
c

@
@t
1
2R
�� +

1
2R
��  ;  (�; ’; 0)=0 (51)

and

ẽn · znm(t)= R
c
d
dt

qnm(t) + qnm(t); qmn(0)= 0 (52)

Equation (50) takes the form

R
c

@
@t

Q + Q=0 (53)

where

Q(�; ’; t)=B1�− 1
2R
�� − 1

2

∞∑
n=2

n∑
m=−n

qnmYnm (54)

The general solution to (53) is

Q(�; ’; t)= �(�; ’)e−(c=R)t (55)

where the function �(�; ’) is determined by the initial conditions on Q. From (8), and assuming
 (�; ’; 0)=0 and qnm(0)= 0, the solution satis�es the homogeneous initial condition,

Q(�; ’; 0)=0 (56)

Evaluating (55) at t=0 and using (56), gives the solution Q(�; ’; t)= 0, for 0¡t¡T , or

@�
@r
+
1
c
@�
@t
+
1
R
�− 1

2R
�� =

1
2

∞∑
n=2

n∑
m=−n

qnmYnm on �×]0; T [ (57)

The system of equations (57), (51), and (52) de�ne an alternative form of the exact NRBC (39).
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The variational equation within 
 is obtained by replacing the normal derivative in (40) with
the radial derivative appearing in (57), and integrating-by-parts on �, with the result,

1
c2

(
��;

@2�
@t2

)


+ (∇��;∇�)
 +

1
c

(
��;

@�
@t

)
�

+
1
R
(��; �)� +

R
2
(∇s��;∇s )=L(��) (58)

where

L(��)= (��; f)
 +
1
2

∞∑
n=2

n∑
m=−n

qnm(t)(��; Ynm)� (59)

Multiplying (51) with the weighting function � , then integrating by parts, and combining with
(58) leads to the variational equation,

1
c2

(
��;

@2�
@t2

)


+ (∇��;∇�)
 +

1
c

(
��;

@�
@t

)
�
+
1
R
(��; �)� + D(��;  )�

+D(� ; �)� − R
c
D
(
� ;

@ 
@t

)
�
− D(� ;  )� =L(��) (60)

where the bilinear operator D is de�ned as

D(� ;  )� :=
R
2
(∇s� ;∇s )� (61)

The objective of the weak form of the initial boundary value problem with indirect implementa-
tion of the NRBC is to �nd �(x; t) in 
∪�, and  (x; t) on �, such that the variational equation
(60) is satis�ed for all admissible weighting functions ��, and � , and where qnm(t) and znm(t)
satisfy the �rst-order equations (52) and (28), respectively.
Use of independent �nite element approximations

�(x; t)≈N�(x)�(t) in 
∪� (62)

 (x; t)≈N (x) (t) on � (63)

results in the symmetric system of matrix equations[
M�� 0
0 0

]{ ��(t)
� (t)

}
+
[
C�� 0
0 C  

]{
�̇(t)
 ̇ (t)

}

+
[
K�� K� 

K � K  

]{
�(t)
 (t)

}
=
{
F(t)
0

}
(64)

where

M�� =
∫



1
c2
NT�N� d
 (65)

C�� =
∫
�

1
c
NT�N� d�; C  =

∫
�
−R2

2c
(∇sN )T(∇sN ) d� (66)

K�� =
∫


(∇N�)T(∇N�) d
 +

∫
�

1
R
NT�N� d� (67)
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K� =
∫
�

R
2
(∇sN�)T(∇sN ) d�; K �=KT� (68)

K  =
∫
�
−R
2
(∇sN )T(∇sN ) d� (69)

F(t) =
∫


NT�f(x; t) d
 +

1
2

N∑
n=2

n∑
m=−n

qnm(t)
∫
�
NT�Ynm d� (70)

In the above, N� ∈C0 and N ∈C0 are standard arrays of basis functions with compact support
associated with each node in the �nite element mesh in 
∪�, and on the boundary �, respectively.
From the expression for the mass, damping, and sti�ness matrices, we note that the indirect

implementation of the non-reecting boundary condition leads to a symmetric system of matrix
equations, and avoids the unsymmetric damping matrix present in the direct implementation, albeit
at the expense of solving for the additional unknowns  (t) on the truncating boundary �.
We further note that the auxiliary function  does not explicitly appear in the variational equa-

tion (60); instead only its surface gradient ∇s is present. As a result, a family of solutions
for  that di�er by a constant will satisfy (60). At the discrete level, this will result in a so-
lution matrix that is rank de�cient by one. To obtain a unique solution, the function  may be
constrained at one arbitrary node on the truncation boundary. The value used to constrain the aux-
iliary function  at that node is inconsequential to the unique solution for �, and may be set to
zero.

3.2.1. Specialization to axisymmetric case. For axisymmetric problems, the functions �(r; �; t)
and  (�; t) are independent of the circumferential coordinate ’, so that the surface gradient
reduces to,

∇s�=
1
R
@�
@�
ê� on � (71)

and the bilinear operator D de�ned in (61), and appearing in the variational equation (60), spe-
cializes to

D(� ;  )� =
1
2R
(� ; �;  ; �)� (72)

In the above, the comma indicates a derivative.
In this case, only the function  ; � is present in the variational equation. Therefore, another

approach to obtain a unique solution, which is successfully used in solving the axisymmetric
problems in this paper, is to directly approximate the function �=  ; � instead of  itself. Introducing
a standard FE approximation �(x; t) ≈ N�(x)�(t) on � into the variational equation leads to the
matrix system, [

M�� 0
0 0

]{
��(t)
��(t)

}
+
[
C�� 0
0 C��

]{
�̇(t)
�̇(t)

}

+
[
K�� K��

K�� K��

]{
�(t)
�(t)

}
=
{
F(t)
0

}
(73)
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where

C�� =
∫
�
− 1
2c
NT� N� d� (74)

K�� =
∫
�

1
2R
NT�;�N� d�; K��=KT�� (75)

K�� =
∫
�
− 1
2R
NT� N� d� (76)

4. TIME INTEGRATION

Several time-marching schemes have been developed in [8] to integrate the semidiscrete equations
(45) concurrently with the �rst-order equations (28) for the B1 form of the non-reecting boundary
condition given in (32). The same schemes also apply to the direct implementation of the B2 form
of the non-reecting boundary condition given in (39). However, for the indirect implementation
of the NRBC, the time marching schemes given in [8] need to be modi�ed to incorporate the
solution of (52) together with (64) and (28).
In the �rst scheme for the indirect method, we adopt the Newmark family [11] to integrate

(64). Let

dk = {�(tk);  (tk)}T

vk = {�̇(tk);  ̇ (tk)}T

ak = { ��(tk); � (tk)}T
be the numerical solution and Fk = {F(tk); 0}T the force at time step tk = k�t, then the Newmark
method in predictor=corrector form applied to (64) can be written as [12]:

predictors:

d̃
k+1

= dk +�t vk +
�t2

2
(1− 2�)ak (77)

ṽk+1 = vk + (1− )�tak (78)

solve for ak+1:

(M + �t C+ ��t2K)ak+1 =Fk+1 − Cṽk+1 − Kd̃k+1 (79)

correctors:

dk+1 = d̃
k+1

+ ��t2ak+1 (80)

vk+1 = ṽk+1 + �tak+1 (81)

where

M=
[
M�� 0
0 0

]
; C=

[
C�� 0
0 C  

]
; K=

[
K�� K� 

K � K  

]
(82)

Any of the members of the Newmark family may be used, including the second-order accurate
= 1

2 , and unconditionally stable trapezoidal rule (�=
1
4), and conditionally stable central di�erence

method (�=0).
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The solution of (79) requires that the forcing term Fk+1 be available at time step tk+1, i.e.,

Fk+1 =
∫


NTf(x; tk+1) d
− 1

R

N∑
n=2

n∑
m=−n

qnm(tk+1)
∫
�
NTYnm d� (83)

To compute ak+1, we need the values of qnm(t) at t= tk+1. The numerical solution qk+1
nm = qnm(tk+1)

to the �rst-order equation (52) is computed using the second-order Adams–Moulton method (trape-
zoidal rule): (

1 +
c�t
2R

)
qk+1
nm =

(
1− c�t

2R

)
qk
nm +

c�t
2R

(
ẽn · zknm + ẽn · zk+1nm

)
(84)

The numerical solution zk+1nm = znm(tk+1) to the �rst-order di�erential equation (28) is computed
concurrently using an explicit time-integrator; e.g. the second-order accurate Adams–Bashforth
algorithm [13]:

zk+1nm = zknm +
�t
2
[3(Anzknm + �k

nm)− (Anzk−1nm + �k−1
nm )] (85)

Note that (85) requires only the evaluation at t= tk , the value at t= tk−1 being known from
the previous step. The stability condition imposed on �t by the explicit Adams–Bashforth method
depends on the eigenvalues � of the coe�cient matrix An. The critical time step is,

�t¡�tc =
1

min(Re �)
(86)

As shown in [8], the critical time step �tc decreases when more terms N are included in the
non-reecting boundary condition.
In the above method, an explicit algorithm is used �rst to compute zk+1nm . This solution is then

used to solve for qk+1
nm so that Fk+1 is available to compute dk+1 from (79) and (80).

The complete algorithm is summarized as follows:

1. Set q0nm=0; z
0
nm= z

−1
nm =0, and initialize d

0 and v0,

2. Calculate a0 from Ma0 = F̃
0 − Cv0 − Kd0, d−1 = d0 −�tv0 +

�t2

2
a0

3. Compute �k
nm and �k−1

nm from (31);
4. Compute zk+1nm using (85);
5. Compute qk+1

nm from (84);

6. Predict d̃
k+1

and ṽk+1 from (77) and (78); Calculate ak+1 from (79); Update dk+1 and vk+1

using (80) and (81);
7. Increment k to k + 1, Go back to step 3.

Alternatively, qk+1
nm may be obtained directly from the explicit Adam–Bashforth method,

qk+1nm = qknm +
�t
2

[
3
( c
R
ẽ · zknm − c

R
qk
nm

)
−

( c
R
ẽ · zk−1nm − c

R
qk−1
nm

)]
(87)

In this case, (28) may be solved using either the explicit Adams–Bashforth method (85), or with
the implicit Adams–Moulton method, i.e.,(

I − �t
2
An

)
zk+1nm =

(
I +

�t
2
An

)
zknm +

�t
2
(�k+1

nm +�k
nm) (88)
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Another approach is to apply the central di�erence method [14] directly to (64):(
1
�t2

M +
1
2�t

C
)
dk+1 =Fk − Kdk + 1

�t2
M(2dk − dk−1) + 1

2�t
Cdk−1 (89)

The solution of (89) requires only that the forcing term Fk be available. Therefore, to compute
dk+1, we only need to evaluate values of qnm(t) at t= tk . In this case, both qk+1

nm and zk+1nm may be
computed using the implicit second-order Adams–Moulton method.

5. NUMERICAL STUDIES

Numerical experiments are performed to assess the accuracy and convergence properties of the
�nite element implementation of the NRBC (39), using either the direct or indirect formulations
discussed earlier. Comparisons are also made to the �nite element solutions using the NRBC (32)
and the �rst-order and second-order local boundary conditions B1 and B2 given in (1) and (2),
respectively. We denote the NRBC (32) and (39) by NR1(N ) and NR2(N ), respectively, where
N de�nes the number of harmonics included in the truncated series. NR1(0) reduces to the local
spherical damper B1 de�ned in (1) and annihilates the �rst harmonic for outgoing waves; i.e., B1
= NR1(0) is exact for the ‘breathing’ mode corresponding to n=0 in (9), yet only approximates
higher modes. NR2(0) and NR2(1) reduces to the second-order local boundary condition B2, and
annihilates the �rst and second harmonics in (9).
For the purposes of this study, the conditionally stable implicit time integrator is used to advance

the solution of the semidiscrete equations of motion as described in the previous section. For
the direct implementation, an explicit algorithm is used �rst to compute zk+1nm , so that F

k+1 is
available to compute dk+1 using a predictor=corrector form of the Newmark method specialized to
the trapezoidal rule. For the indirect formulation, time integration is performed using an explicit
solution for zk+1nm which is then used to solve for qk+1

nm so that Fk+1 is available to compute dk+1

using the predictor=corrector form of the trapezoidal rule.
To study the accuracy of the non-reecting boundary conditions for a problem involving an

in�nite number of spherical harmonics, we consider axisymmetric radiation from a circular piston
on a sphere with radius a=0:5. The piston is represented by,

�(a; �; t) = sin!t for 0◦6�615◦

= (30◦ − �) sin !t=15◦ for 15◦6�630◦

= 0 otherwise

This problem is challenging because the waves radiated at the piston pole �=0◦ are attenuated
as they travel along longitudes down to the south pole �=180◦. In the region opposite the piston,
the amplitude of the waves are signi�cantly lower than near the piston, [16].
The problem is axisymmetric and independent of ’. Therefore it is su�cient to compute the

solution in the domain 
 de�ned by the (r; �) plane for a6r6R, and 06�6�. The computational
domain is discretized with uniform meshes of standard 4-node bilinear axisymmetric �nite elements.

5.1. Comparison of direct vs. indirect implementation

We begin with a calculation driven with a normalized frequency !a=c= � on a mesh with
20× 120 elements and a truncation boundary at R=1·0, (20 evenly spaced elements in 0·56r6
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Figure 1. Instantaneous error E(t) located at r=0·75 due to a radiating piston with normalized frequency !a=c= � and trun-
cation boundary radius R=a=2. (Top) Results compared for direct and indirect implementation of local boundary condition

B2 (Bottom) Results compared for direct and indirect implementation of boundary condition NR2(20)
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Figure 2. Time-histories for solution located at r=0·75, and �=180◦ due to a radiating piston with normalized frequency
!a=c= � and truncation boundary radius R=a=1·75. Time-dependent solutions computed for B2, and NR1(20), NR2(20)
compared to in�nite mesh (IM) solution. High-frequency oscillations appearing in IM solution result from relatively course

mesh in the far-�eld

1·0, and 120 evenly spaced elements in 06�6�). A time-harmonic solution is obtained by starting
from rest with initial data �0 and �̇0 equal to zero and driving the solution to steady state
with a time step �t=0·005. For a spherical truncation boundary set at R=1·0 and N620,
the minimum eigenvalue (real part) of the system matrix An is �min =−13·57. For the Adams–
Bashforth algorithm, this results in a stability condition �t¡0·074.
Solutions are compared using the direct vs. indirect implementation of NR2(N ). Results are also

compared with a �nite element solution obtained from a large mesh which extends beyond the
region inuenced by the transient disturbance, denoted IM. The direct formulation of NR2(N ) given
in (41) requires evaluation of a radial derivative on �, resulting in a non-symmetric damping matrix
(47). Using standard linear basis functions in the radial direction results in a constant approximation
for the radial derivative, which introduces inaccuracies in the �nite element solution. In order to
overcome this di�culty, higher-order interpolation functions may be used in the radial direction
for a layer of elements adjacent to the boundary.
Figure 1 shows the instantaneous error on a sphere �� located at radius �=0·75 and over the

steady-state time interval 4·5¡t¡6. The instantaneous error e(t)=�h(t)−�h∞(t), measured in L2
norm on a sphere �� is de�ned as,

E(t)=

{∫
��

[
�h(�; �; t)−�h∞(�; �; t)

]2
d�

}1=2

(90)
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Figure 3. Instantaneous error E(t) on the sphere r=0·75 due to a radiating piston with normalized frequency !a=c= �
and truncation boundary radius R=a=1·75. Results compared for boundary condition B2, NR1(20) and NR2(20). The error

for B1 is approximately 10−2

where �h is the �nite element solution with non-reecting boundary and �h∞ denotes the large
mesh solution IM. For the solution �h∞, the mesh is extended to a larger domain with the same grid
spacing used for �h. The magnitude of the absolute error E(t) can be scaled by any constant, and
will only serve as a means to compare the relative accuracy of the di�erent boundary conditions.
In Figure 1(top) the numerical solutions obtained using a direct implementation of the local

boundary condition B2 is given where the radial derivative term appearing in the damping matrix
is approximated using linear, quadratic and cubic interpolations for �h, evaluated on �. Results
for the local B2 operator implemented indirectly are shown for comparison. The results show a
relatively large error when using linear interpolation to approximate the radial derivative in the
direct formulation. When the interpolation is increased to quadratic, the error is reduced by nearly
an order of magnitude. When the interpolation is increased to cubic, the accuracy of the direct
formulation is approximately the same as the solution using the indirect implementation.
In Figure 1 (bottom), we perform the same comparison with the non-reecting boundary condi-

tion NR2(N ) with N =20. When a linear interpolation is used to approximate the radial derivative
in the direct formulation of NR2(20), the error is nearly the same as that for the local B2 condition
with linear interpolation. This result indicates that the inaccuracies caused by the poor approxi-
mation of the radial derivative drives the error, regardless of how many terms N are used in the
series NR2(N ). When the radial interpolation is increased to quadratic, the error is reduced, but
is still not optimal for N =20. Only after the interpolation is increased to cubic does the error
approach the high accuracy of the indirect formulation of NR2(20).
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Figure 4. Maximum error measured at r=0·75 for the arti�cial boundary � positioned at R=0·75 to R=1·25 and nor-
malized frequency !a=c= �. (Top) NR2(N ) solution as a function of the number of terms N included in the non-reecting
boundary condition. (Bottom) NR1(N ) solution as a function of the number of terms N included in the non-reecting

boundary condition
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Figure 5. Time-histories at r=0·75 and �=180◦ and normalized frequency !a=c= �=8. Truncation boundary radius
R=a=1·75. Results compared for boundary condition B2, NR1(20) and NR2(20) with a truncation boundary radius

R=a=1·5

These results demonstrate the disadvantage of the direct formulation for NR2(N ) caused by the
di�culty in accurately approximating the radial derivative on the truncation boundary, and the
resulting unsymmetric damping matrix. The indirect formulation using standard linear C0 interpo-
lation of NR2(N ) results in a symmetric system and accurate solutions. Therefore in the following
numerical studies, we use the indirect implementation for NR2(N ).

5.2. Comparison of NR1 and NR2

Next, we compare the solutions computed using the boundary conditions NR1(N ) and NR2(N ).
The computations are performed with a time step of �t=0·005 and the truncation boundary set
at R=0·875 resulting in R=a=1·75 and with the element size and frequency unchanged from the
previous study, i.e. the calculation is driven with a normalized frequency !a=c= � on a mesh with
15× 120 elements.
Figure 2 shows time-dependent solutions at �=0·75; �=180◦, obtained using B2, NR1(20),

NR2(20) and the in�nite mesh solution IM. The numerical solution using B2 exhibits both large
amplitude and phase errors. The solution obtained using NR1(20) and NR2(20) can barely be
distinguished from the IM solution. The error E(t) after the solution has reached steady state is
shown in Figure 3. The error using the non-reecting boundary conditions NR1(N ) and NR2(N )
with N =20 is reduced by an order of magnitude compared to the local B2 boundary condition.
The error using the local B1 operator is signi�cantly higher with an average value of approximately
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Figure 6. Solution pro�le at time t=10·05, and radius r=0·75 for 06�6�, with a normalized frequency !a=c= �=8

10−2 (not shown in the �gure). For this frequency and value for N , the accuracy of NR1(20) and
NR2(20) are nearly identical.
In Figure 4, we compare the maximum error at steady state obtained using NR1(N ) and NR2(N ),

for N increasing from 0 to 20. Results are given for four di�erent computational domains positioned
with truncation boundary at R=a=1·5; 1·75; 2·0; 2·5, respectively. These results show the interplay
between the number of terms used in NR1(N ) and NR2(N ), and the approximation to harmonic
modes for n¿N . Recall that NR2(0) and NR2(1) coincides with the local B2 boundary condition,
and NR1(0) is identical to B1. NR1(N ) and NR2(N ) are both exact for all modes n6N . For
harmonic modes n¿N , NR2 approximates the solution with the local B2 operator while NR1
approximates the solution with the local B1 operator. Thus when using only a few terms in the
truncated series for N , we expect NR2 to be more accurate than NR1.
As shown in Figure 4, solutions obtained using NR1(N ) and NR2(N ) all converge to a �nite

error value as N is increased. This limiting error is controlled primarily by the boundary approx-
imation of the term (N; Ynm)� appearing in (32) and (34). The indirect formulation for NR2 also
requires the evaluation of the surface gradient over the boundary which limits the accuracy. The
results also show that when only a few terms N are included, NR2(N ) yields more accurate results
than NR1(N ) as expected. As the truncation boundary is moved farther away from the source,
the number of terms N required to obtain a �xed level of accuracy is reduced for both NR1 and
NR2. For example, for NR2, and R=a=1·5; N =12 terms are needed for the error to converge
whereas, when R=a is increased to 2·5, only N =5 terms are needed to converge.
We �nally compare the e�ect of decreasing frequency on the solution using NR2, NR1 and the

local boundary condition B2. In this study, a relatively low frequency of !a=c= �=8 is used with
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Figure 7. Instantaneous error E(t) on the sphere r=0·75 due to a radiating piston with normalized frequency !a=c= �=8
and truncation boundary radius R=a=1·75. Results compared for boundary condition B2, NR1(20) and NR2(20). The error

for B1 is approximately 10−2

a time step �t=0·015. Figure 5 shows the time-histories at �=0·75; �=180◦, while Figure 6
compares the solution pro�le at �=0·75, at a �xed time t=10·05. The solution obtained using
B2 exhibits signi�cant amplitude error at the di�cult south pole region and also in the vicinity of
the piston. In contrast, NR1(20) and NR2(20) shows excellent agreement with the in�nite mesh
solution throughout the computational domain.
Figure 7 shows the instantaneous error E(t) at �=0·75. Comparing these results to Figure 3,

we observe that the accuracy of both NR1(20) and NR2(20) improves by an order of magnitude
as the frequency is reduced from !a=c= � to !a=c= �=8. In the lower frequency case, the solution
is smoother in the � direction on the truncation boundary, resulting in a lower limiting error from
the approximation of the inner product (N; Ynm)�. In contrast, the accuracy of the local boundary
operator B2 tends to deteriorate as the frequency is reduced, as expected [4].
In Figure 8, we compare the maximum error at steady state obtained using NR1(N ) and

NR2(N ), for N increasing from 0 to 20, and with increasing truncation boundary R=a=1·5; 1·75; 2·0;
2·5. In contrast to the results shown in Figure 4 for the high-frequency case, as R=a is increased,
the error for both NR1(N ) and NR2(N ) converges to a lower limiting value. For the reduced fre-
quency, with relatively smooth solutions in the circumferential co-ordinate, the error in the solution
is dominated by the truncating of the in�nite series in (32) or (34), and not the discretization error
in the approximation to (N; Ynm)�. Recall that for harmonic modes n¿N , NR1(N) approximates
the solution by eliminating leading terms up to 1=r2, while NR2(N) annihilates terms up to 1=r4.
Therefore, as the truncating boundary radius R gets larger, the error introduced by truncating the
in�nite series is smaller.
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Figure 8. Maximum error measured at r=0·75 for the arti�cial boundary � positioned at R=0·75 to R=1·25 and normal-
ized frequency !a=c= �=8. (Top) NR2(N ) solution as a function of the number of terms N included in the non-reecting
boundary condition. (Bottom) NR1(N ) solution as a function of the number of terms N included in the non-reecting

boundary condition
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6. CONCLUSIONS

A modi�ed version of an exact non-reecting boundary condition NR2(N ) �rst derived by Grote
and Keller [6], is implemented in a �nite element formulation for the scalar wave equation. The
boundary condition may be viewed as an extension of the second-order local boundary operator
B2 derived by Bayliss and Turkel [2]. Two alternative implementations are given. In the �rst, the
boundary operator is implemented directly as a ‘natural’ boundary condition in the variational equa-
tion. In the second, the operator is implemented indirectly by introducing auxiliary variables on the
non-reecting boundary �. Several versions of implicit and explicit time-integration schemes are
presented for solution of the �nite element semidiscrete equations concurrently with the �rst-order
di�erential equations associated with the non-reecting boundary condition and an auxiliary vari-
able. Numerical computations demonstrate the disadvantage of the direct formulation for NR2(N )
caused by the di�culty in accurately approximating the radial derivative on the truncation bound-
ary, and the resulting unsymmetric damping matrix. The indirect formulation using standard linear
C0 interpolation of NR2(N ) results in a symmetric system and accurate solutions.
Numerical studies were performed to compare the convergence properties of the NR1(N ) and

NR2(N ) non-reecting boundary conditions within the �nite element formulation. The evolution of
the error is measured in L2 norm, and their behaviour as a function of the number of terms in the
series N , and radial distance from the radiator/scatterer to the truncation boundary are compared.
The results reported in this manuscript, together with other numerical examples performed by
the authors [7; 8; 17; 18], demonstrate, that when implemented in the �nite element method, both
conditions are remarkably robust, and highly accurate, showing signi�cant improvement in accuracy
over the local B1 and B2 operators, especially as the truncation boundary is positioned near the
source of scattering/radiation and for low frequencies. For a given level of accuracy, the non-
reecting boundary conditions give a large reduction in computer memory and execution time
compared to the B2 boundary condition. The results also show that when only a few terms N
are included in the series, NR2(N ) yields more accurate results than NR1(N ) as expected. As the
truncation boundary is moved farther away from the source, the number of terms N required to
obtain a �xed level of accuracy is reduced for both NR1 and NR2.
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