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Abstract

     We propose a novel approach for head tracking, which combines particle filters with Isomap. The particle filter works on the low-dimensional embedding of training images. It indexes into the Isomap with its state variables to find the closest template for each particle. The most weighted particle approximates the location of head. We develop a synthetic video sequence to test our technique. The results we get show that the tracker tracks the head which changes position, poses and lighting conditions. 
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1. Introduction

        Object tracking is required by many vision applications, especially in video technology and visual interface systems. Approaches on video tracking can be divided into two groups: deterministic tracking and stochastic tracking. Probabilistic video tracking has recently gained significant attention in the computer vision community. Particle filter is also known as Sequential Monte Carlo (SMC) algorithm. The idea of particle filters provides flexible tracking frameworks. It is neither limited to linear system nor requires the noise to be Gaussian. It is more robust to distracting clutter as the randomly sampled particles allow maintaining several competing hypotheses of the hidden state. Moreover, particle filters can handle uncertainties very well.

       Choosing the appropriate measurement function is very critical in particle filter algorithm. In head tracking, due to the possible changes of pose and lighting condition, it is unrealistic to use a fixed template of head to calculate the Likelihood. And that’s where the normal tracker fails when the person changes poses quickly. So, intuitively, we want the tracker to pick up the best template from a set of training images which consist of different poses and lighting conditions. These images can be thought of as points in a high-dimensional vector space, with each input dimension corresponding to the brightness of one pixel in the image (e.g. For 64 pixel by 64 pixel images, the dimensionality is 4096). We need to find a lower dimensional embedding, which we can use as the connection between the state variables of particle filters and the original head images.
     The classical techniques for dimensionality reduction, PCA and MDS, are simple to implement, efficiently computable, and guaranteed to discover the true structure of data lying on or near a linear subspace of the high-dimensional input space. PCA finds a low-dimensional embedding of the data points that best preserves their variance as measured in the high-dimensional input space. Classical MDS finds an embedding that preserves the interpoint distances, equivalent to PCA when those distances are Euclidean. However, many data sets contain essential nonlinear structures that are invisible to PCA and MDS. Here we use the Isomap approach that combines the major algorithmic features of PCA and MDS--computational efficiency, global optimality, and asymptotic convergence guarantees--with the flexibility to learn a broad class of nonlinear manifolds. 

       In the Isomap algorithm, the local geometry of the high dimensional manifold is initially measured through the distance between neighboring data points. For each pair of non-neighboring data points, Isomap finds the shortest path through the data set connecting them, subject to the constraint that the path must hop from neighbor to neighbor. The length of this path is an approximation to the distance between its end points, as measured within the underlying manifold. Finally, the classical method of multidimensional scaling (MDS) is used to find a set of low dimensional points with similar pairwise distances.

       This paper presents a novel idea to combine particle filters with Isomap. After we get the low-dimensional embedding of the training images, the state variables of particle filters are used as the index to look up the Isomap to find the closest template. 

2.  ISOMAP
     Isometric Feature Mapping or Isomap is a non-linear dimensionality reduction technique. The classical techniques of dimensionality reduction like PCA and MDS are guaranteed to discover the true structure of data in a linear subspace. However when data sets contain non-linear structures PCA and MDS fail to discover the true intrinsic three-dimensionality.
2.1 Construct Neighborhood Graph (Determining  

          which points are neighbors)
     Define the graph G over all data points by connecting points i and j if [ (as measured by D X ( i, j ) ] they are closer than   ε ( ε – Isomap ), or if i is one of the K nearest neighbors of  j ( K- Isomap ). Set edge lengths equal to D X ( i , j ).
2.2 Compute Shortest paths (Estimate the 
         Geodesic Distance between all pairs of points)
      Initialize D G ( i, j ) = D X ( i , j ) if i, j are linked by an edge ; D G ( i, j ) = ∞ otherwise. Then for each value of k= min{ D G ( i, j ) , D G ( i, k ) + D G ( k, j ) }. The matrix of final values D G = { D G ( i, j ) } will contain the shortest path distances between all pairs of points in G.
2.3 Construct D-dimensional embedding 
(Applying Classing MDS to matrix of Graph Distances)
       We construct an embedding of the data in a d-dimensional Euclidean space Y. The vectors yi for points in Y are chosen to minimize the cost function E= ||  Τ (D G) - Τ (D Y)  || L2  where D Y denotes the matrix of Euclidean distances || yi – yj|| and || A L2 || is the L2 matrix norm √( Σ i,j A2 i,j ). (The Τ operator is defined by Τ(D) = -HSH/2 where S is the matrix of squared distances

{ S i,j  = D2 i,j  } and H is the “ centering matrix “ {H i,j  = δ i,j  - 1/N}.Let λp be the pth eigen-value ( in decreasing order ) of the matrix Τ (D G ) and vp’ be the i-th component of the p-th eigenvector. Then set the p-th component of the p-th component of the d-dimensional co-ordinate vector yi equal to √ (λp*vpi ).
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Fig 4.1 training set
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Fig 4.2  residual variance vs. dimension
[image: image3.emf]-80 -60 -40 -20 0 20 40 60 80

-40

-30

-20

-10

0

10

20

30

40

50

Two-dimensional Isomap embedding (with neighborhood graph).


Fig 4.3  2-D embedding
3. Particle Filter

    Particle Filter is relatively new concept in filtering. The advantage of Particle Filter over Kalman and Extended Kalman filters is that the system it tracks does not have to be linear and the noise in the system can be non-Gaussian. The basic idea behind this concept is that a set of particles is propagated through the system. Each particle has a weight and system state assigned to it. The weights of the particle are updated after every measurement of the system state. 
     There are 3 basic steps in particle filter algorithm:

1) Drift and Defuse –Noise with distribution function of our choice (e.g. Gaussian, half-Gaussian) is added to each state variable for each particle. This causes particles to be scattered to form a cloud around the true state.
2) Update Weights – Weights are updated according to a Likelihood function associated with the state of the particle. Weights are then normalized. 
3) Resample –Particles with low weight are removed and duplicated by particles with high weight.

4. Combine Particle Filter with Isomap

     An Isomap of the training set of Images is obtained by selecting the appropriate value of k, giving k-neighbors. The residual variance calculated from the Isomap tells us the dimensionality of the data set. It also gives us the neighbors of every image of the data set.The state variables for the object to be tracked are hard cored for the first image.A particle filter algorithm is run on the sequence of images to track the object in the image.

Primary issues in designing the particle filter:

1) Selection of number of particles.

2) Noise distribution function for drifting the particles.

3) The likelihood function for calculating the weights of the particles.

4) Re-sampling criterion for the particles.

5) Estimate of the final state

Tracking the head of a person which has 5 states : 2 position (x,y) and 2 rotation (λ1, λ2) in 2  directions and (λ3) and intensity (lighting conditions).

1) Number of particles chosen = 3000.

2) Noise distribution function  = Gaussian.

3) Likelihood function = SAD between the region of the image indexed by (x,y) and the template from the training set indexed by λ1.

4) Re-sampling criterion =  Duplicate particles with weights less than a decided 

5) threshold.

6) The Final State= The Particle with highest  weight.

5.  Results

    We use a data set of 698 images (64x64pixels for each image) as a training set to track a synthetic sequence of a head. The images above vary in 3 dimensions.  i.e. 2 rotations and 3rd being intensity of the image. We choose k=7 (which gave a convergence at d=3 as seen from the residual variance graph below) . The two-dimensional isomap plot for λ1 and λ2 (first 2  dimensions) for k=7.Tracking results are shown below.
[image: image4.emf]50 100 150 200 250 300 350 400 450 500

50

100

150

200

250

300

350

400

450

500


[image: image5.emf]50 100 150 200 250 300 350 400 450 500

50

100

150

200

250

300

350

400

450

500


[image: image6.emf]50 100 150 200 250 300 350 400 450 500

50

100

150

200

250

300

350

400

450

500


6. Conclusion
In this paper, we develop a technique which is able to track a head with changes in pose and the lighting condition. The particle filter is able to detect a head by indexing through the Isomap. Although the particle filter is very efficient, it is very sensitive to the selection of its tuning parameters as we observed in our experiment.
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