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Abstract

A method of recognizing objects for hand in images is proposed. First, the initialization of the visual tracking system is critical in the performance of the real time system, but not much is known about how it is done. In this project, the initialization problem of the visual tracking system is addressed, and a simple algorithm based on the image difference is suggested. Next detecting the motion of images, I wanted to track image contour, “shape” of the hand image.

1. Introduction

I would like to solve two problems in this project is to identify the objects in a static scene and to follow an object as it moves in image sequence to understand what a moving object is doing. So, try to solve these problems in certain special cases. In the particular special cases that I work on, I restrict the problem to that of tracking or identifying a known class of objects. I am interested in finding solutions that work for backgrounds about which we know nothing, and which might themselves be moving. The visual recognition and tracking over image sequences has been studied a lot because it has numerous application in the real-time computer vision system, and there are not a few successful algorithms available and commercially implemented. Also some of them perform quite well even in the severe visual clutter [1, 2]. However, A few of the algorithms [3] discuss explicitly how the initialization is done although it is critical in the performance of the real-time system. The initialization problem is described as follows. Given incoming image sequence or video stream, we want to find an efficient algorithm that produces a rough estimate of the configuration of the target, which can be used as an initial estimate of the state for the visual tracker. The initialization problem can be decomposed into two sub-problems; Object Localization and Motion Detection. The system should be able to detect if there is any apparent motion in the current frame.

After detecting the motion, Tracking system is also important in image sequence or video stream. While Kalman filtering based trcking system only carries the first two moment of the density, so it is inadequate because it is based on Gaussian densities being unimodal which cannot represent simultaneous alternative hypothesis. Another method, “Snakes” were introduced by Kass et.al to perform robust segmentation and region tracking by modeling an object using outline contour information on the curvature of the contour and the motion of object, but it is very sensitive to the approximation of the coefficients. In this paper, a simple tracking system is implemented based on the CONDENSATION(CONditional DENSity propagATION)-based algorithm in [1] as a Active Shape Model(ASM), which has recently been derived independently by several researchers[4] with the autoregressive process motion model frequently used in Kalman filter and by detecting motion using differences between image sequences, and displayed the object as a curvefit. So it shows very simple, robust, and an efficient algorithm in tracking system in mixed cluttered images or video streams.

2. Object Recognition

In order to understand what the pattern theory of image sequence is all about, it is necessary to begin to make inferences about where the objects are. Figure 1 can be analysed to find out where a mouse or hand or baseball is likely to be.

2.1 Shape Space Representation for a target

There exists a more compact representation of an object contour, which has lower dimensions and allows for only meaningful deformation. This representation of an object
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Figure 1. Mixtured image with clutter

contour is called “shape-space” representation [1,2,3] using Condensation-based algorithm. A shpae-space (
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 and can obtained from the following equation.
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[image: image11.wmf]Q

 and 
[image: image12.wmf]W

can be expressed as the below equations.


[image: image13.wmf]÷

÷

ø

ö

ç

ç

è

æ

=

y

x

Q

Q

Q

0

0

,


[image: image14.wmf]÷

÷

ø

ö

ç

ç

è

æ

=

0

0

1

0

0

0

0

1

0

0

0

0

x

y

y

x

Q

Q

Q

Q

W



[image: image15.wmf]Q

 is the spline vector that describes the basic shape of an object implemented by curve-fitting and the shape vector which denote X(W). 
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 is usually drawn by hand as template of control point vector . The shape for a given target will be noted by shape space 
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, which is a linear parameterization of the set of allowed defomations of a base curve, and which can be obtained from 
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 considering possible motion model of the contour such as PDM. In this project, the affine model is used and, thus, the dimensionality of the shape-space vector 
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 is only six. A couple of examples of various configuration represented by 
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 in the next estimated vector, are shown in figure 3 as an original image in [1]. There are a couple of advantages of this representation. First, this representation enforces the smoothness inherent in the object contour. Second, this turns out to be more robust to measurement noise than edge-based representation, and it reduces the dimensionality considerably.

Fig.2(L) Image difference in a mouse

Fig.3(R) Shape-space vectors
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 However, the condensation algorithm has been shown to be asymptotically correct as 
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, but the control point representation(
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) is not simple enough to maintain over time since the number of control points (NQ) is quite big for the most of objects, especially in hand. Also, it allows for the arbitrary deformation of the contour, which does not happen for any real object. 

2.2  Object Localization and Motion Detection
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Figure 2 shows the difference of the two adjacent images for a mouse using SSD(Sum of Squared Difference). Intuitively, the boundaries orthogonal to the moving direction form ridge-like regions in the difference image. These regions tend to form very narrow ridge-like structure. After the regions are extracted using simple threshold method, the centroid of the regions should be found. One heuristic used to find the centroid is to find the centroid of the convex hull of the boundary points. From this centroid and the convex hull points, the width and height of the target is computed roughly. [image: image25.png]a0
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Once the object is inside the window as an approximate object, then the object initialization and localization routine is completely activated to produce a rough estimator of convex hull pixels, the center position using mean value of above coordinates, and the height and width of the object. Next estimate the affine value using the above coefficients. An important aspect of tracking moving objects is knowing how they move. How the objects are moving can be used to infer changes in behaviour using dynamic models. We want to be automatically recognized the difference between standing and running, walking in exactly. This can be used to for gait ananlysis. Biometrics involves the measurement of motion for the purposes of analysis of gait as a tool for planning corrective surgery. The tool is also useful for ergonomic studies and anatomical analysis in sport.
2.3 Curve fitting for Tracking

To segments of parametric B-spline curves, which could be parameterized by their control points. In practice it is necessary to restrict the curve to a low-dimensional parameter x, i.e, over an affine space or more generally allowing a “shape space” of non-rigid motion. Finally, image tracking observer is made to fit the template curve over the current image using the estimate obtained above. The image observation and curve-fitting routine is designed for the Condensation-based visual tracking system. This system uses the same state representation of the target shape, but uses more efficient statistical technique to efficiently propagate the whole probability density function over time. Along the normals of this template curve, new observations are made to generate the estimator of the current configuration. The obvious thing to do is to see the difference of the adjacent images.
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Figure 4. Convexhull points (blue) and failed estimated curve

3 Results

The suggested algorithm was tested with two images in Fig.5, although it is failed. Left is control points using convex hull, Right image is a fitted curve in hand images. In this paper, the objects are described by their outline, and their contour is modeled as B-spline curve represented in [1,2,3], which was developed by Bake, et.al. The initializer is designed for the tracker that tracks the contour of the object. The output of the algorithm as spline-curve(s) is the description of the initial configuration within some error. The representation of an object contour can be roughly explained as a 2-D interpolation of sampled contour points of the object using quadratic spline function.
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Figure 5 Hand-Convex hull points and Initial Curve estimate.

4 Conclusion Future works

In this project, recognition problem is addressed, and the simple algorithm based on the image differences is suggested to show the feasibility of the automation of the initialization. Tracking moving objects as a hand using Condensation-based algorithm is also suggested for the visual application of human motion analysis. After I succeed the tracking, The problem of tracking curves in dense visual clutter will be challenging, and also trying to adaptively changing the curves in various pose and implement in real-time.
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