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	Abstract 

     With the need for security systems going up, Iris recognition is emerging as one of the important methods of biometrics-based identification systems. This project basically explains the Iris recognition system developed by John Daugman and attempts to implement this algorithm in Matlab, with a few modifications. Firstly, image preprocessing is performed followed by extracting the iris portion of the eye image. The extracted iris part is then normalized, and IrisCode® is constructed using 1D gabor filters. Finally two IrisCodes are compared to find the Hamming Distance, which is a fractional measure of the dissimilarity. Experimental image results show that unique codes can be generated for every eye image.
1   Introduction
1.1   Overview

     Biometrics refers to the identification and verification of human identity based on certain physiological traits of a person. The commonly used biometric features include speech, fingerprint, face, handwriting, gait, hand geometry etc. The face and speech techniques have been used for over 25 years, while iris method is a newly emergent technique. 

     The iris is the colored part of the eye behind the eyelids, and in front of the lens. It is the only internal organ of the body which is normally externally visible. These  
	
	visible patterns are unique to all individuals and it has been found that the probability of finding two individuals with identical iris patterns is almost zero. Though there lies a problem in capturing the image, the great pattern variability and the stability over time, makes this a reliable security recognition system. 

1.2 Background
     Ophthalmologists Alphonse Bertillon and Frank Burch were one among the first to propose that iris patterns can be used for identification systems. In 1992, John Daugman was the first to develop the iris identification software. Other important contribution was by R.Wildes et al. Their method differed in the process of iris code generation and also in the pattern matching technique. The Daugman system has been tested for a billion images and the failure rate has been found to be very low. His systems are patented by the Iriscan Inc. and are also being commercially used in Iridian technologies, UK National Physical Lab, British Telecom etc. 

1.3 Outline

     This paper consists of six main parts, which are image acquisition, preprocessing, iris localization, normalization, encoding and the iriscode comparison. Each section describes the theoretical approach and is followed by how it is implemented. The paper concludes with the experimental results in the appendix.

	2 Image acquisition
     This step is one of the most important and deciding factors for obtaining a good result. A good and clear image eliminates the process of noise removal and also helps in avoiding errors in calculation. In this case, computational errors are avoided due to absence of reflections, and because the images have been taken from close proximity. This project uses the image provided by CASIA (Institute of Automation, Chinese Academy of Sciences, http://www.sinobiometrics.com/) These images were taken solely for the purpose of iris recognition software research and implementation. Infra-red light was used for illuminating the eye, and hence they do not involve any specular reflections. Some part of the computation which involves removal of errors due to reflections in the image were hence not implemented.
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Figure 1 : Image of the eye
3 Image preprocessing
      Due to computational ease, the image was scaled down by 60%. The image was filtered using Gaussian filter, which blurs the image and reduces effects due to noise. The degree of  smoothening is  decided  by  
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Figure 2: Canny edge image

     Edge detection is followed by finding the boundaries of the iris and the pupil. Daugman proposed the use of the Integro-differential operator to detect the boundaries and the radii. It is given by
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This behaves as a circular edge detector by searching the gradient image along the boundary of circles of increasing radii. From the likelihood of all circles, the maximum sum is calculated and is used to find the circle centers and radii. 
     The Hough transform is another way of detecting the parameters of geometric objects, and in this case, has been used to find the circles in the edge image. For every edge pixel, the points on the circles surrounding it at different radii are taken, and their weights are increased if they are edge points too, and these weights are added to the accumulator array. Thus, after all radii and edge pixels have been searched, the maximum from the accumulator array is used to find the center of the circle and its radius. The Hough transform is performed for the iris outer boundary using the whole image, and then is performed for the pupil only, instead of the whole eye, because the pupil is always inside the iris.

     There  are   a   few   problems  with  the 
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Figure 4: Normalization process
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where  r1 = iris radius
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      The radial resolution was set to 100 and the angular resolution to 2400 pixels. For every pixel in the iris, an equivalent position is found out on polar axes. The normalized image was then interpolated into the size of the original image, by using the interp2 function. The parts in the normalized image which yield a NaN, are divided by the sum to get a normalized value.  
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Figure 5: Unwrapping the iris

6  Encoding
     The final process is the generation of the iriscode. For this, the most         become a better choice. LogGabor filters are constructed using
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     Since the attempt at implementing this function was unsuccessful, the gabor- convolve function written by Peter Kovesi was used. It outputs a cell containing the complex valued convolution results, of the same size as the input image. The parameters used for the function were:
      nscale = 1

      norient = 1

      minwavelength = 3
      mult = 2

      sigmaOnf = 0.5

      dThetaOnSigma = 1.5
Using the output of gaborcovolve, the iriscode is formed by assigning 2 elements for each pixel of the image. Each element contains a value 1 or 0 depending on the sign + or – of the real and imaginary part respectively. Noise bits are assigned to those elements whose magnitude is very small and combined with the noisy part obtained from normalization. The generated IrisCode is shown in the appendix. 
7     Code Matching
     Comparison of the bit patterns generated is done to check if the two irises belong to the same person. Calculation of Hamming Distance (HD) is done for this comparison. HD is a fractional measure of the number of bits disagreeing between two binary patterns. Since this code comparison uses the iriscode data and the noisy mask bits, the modified form of the HD is given by:
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	the standard deviation, σ and it is taken to be 2 in this case. 
4 Iris Localization

     The part of the eye carrying information is only the iris part. It lies between the scalera and the pupil. Hence the next step is separating the iris part from the eye image. The iris inner and outer boundaries are located by finding the edge image using the Canny edge detector.
     The Canny detector mainly involves three steps, viz. finding the gradient, non-maximum suppression and the hysterisis thresholding. As proposed by Wildes, the thresholding for the eye image is performed in a vertical direction only, so that the influence due to the eyelids can be reduced. This reduces the pixels on the circle boundary, but with the use of Hough transform, successful localization of the boundary can be obtained even with the absence of few pixels. It is also computationally faster since the boundary pixels are lesser for calculation. 
     Using the gradient image, the peaks are localized using non-maximum suppression. It works in the following manner. For a pixel imgrad(x,y), in the gradient image, and given the orientation theta(x,y), the edge intersects two of its 8 connected neighbors. The point at (x,y) is a maximum if its value is not smaller than the values at the two intersection points.
     The next step, hysterisis thresholding, eliminates the weak edges below a low threshold, but not if they are connected to a edge above a high threshold through a chain of pixels all above the low threshold. In other words, the pixels above a threshold T1 are separated. Then, these points are marked as edge points only if all its surrounding pixels are greater than another threshold T2. The threshold values were found by trail and error, and were obtained as 0.2 and 0.19.
Hough transform. Firstly, the threshold values are to be found by trial. Secondly, it is computationally intensive. This is improved by just having eight-way symmetric points on the circle for every search point and radius. The eyelashes were separated by thresholding, and those pixels were marked as noisy pixels, since they do not include in the iriscode.
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Figure 3: Image with boundaries

5 Image Normalization

      Once the iris region is segmented, the next stage is to normalize this part, to enable generation of the iriscode and their comparisons. Since variations in the eye, like optical size of the iris, position of pupil in the iris, and the iris orientation change person to person, it is required to normalize the iris image, so that the representation is common to all, with similar dimensions.
      Normalization process involves unwrapping the iris and converting it into its polar equivalent. It is done using Daugman’s Rubber sheet model. The center of the pupil is considered  as  the  reference  point  and  a

remapping formula is used to convert the points on the Cartesian scale to the polar scale.
The modified form of the model is shown on the next page.
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Figure 6: Normalized iris image

discriminating feature in the iris pattern is extracted. The phase information in the pattern only is used because the phase angles are assigned regardless of the image contrast. Amplitude information is not used since it depends on extraneous factors. Extraction of the phase information, according to Daugman, is done using 2D Gabor wavelets. It determines which quadrant the resulting phasor lies using the wavelet:
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 has the real and imaginary part, each having the value 1 or 0, depending on which quadrant it lies in. 
     An easier way of using the Gabor filter is by breaking up the 2D normalized pattern into a number of 1D wavelets, and then these signals are convolved with 1D Gabor wavelets. 
     Gabor filters are used to extract localized frequency information. But, due to a few of its limitations, log-Gabor filters are more widely used for coding natural images. It was suggested by Field, that the log filters (which use gaussian transfer functions viewed on a logarithmic scale) can code natural images better than Gabor filters (viewed on a linear scale).  Statistics of natural images indicate the presence of   high-frequency components. Since the ordinary Gabor fitlers under-represent high frequency   components,     the    log    filters 

Where, Xj and Yj are the two iriscodes, Xnj and Ynj are the corresponding noisy mask bits and N is the number of bits in each template. 

     Due to lack of time, this part of the code could not be implemented.

8     Conclusion

     The personal identification technique developed by John Daugman was implemented, with a few modifications involving due to processing speed. It has been tested only for the CASIA database image. Due to computational efficiency, the search area in a couple of parts has been reduced, and the elimination of errors due to reflections in the eye image has not been implemented. Due to unsuccessful attempt in the filtering section of the code, a function by Peter Kovesi was used. Since the IrisCodes for the eye images were not available, accuracy of the results could not be determined. Though, a sample of the IrisCode from John Daugmans papers is presented below.
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Appendix ( Experimental Results )
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1. Gradient image
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3. Edge image after hysterisis thresholding
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5. Seperated pupil part
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2. After non maximum suppression
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4. Iris Boundary
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6. Iris and pupil boundaries
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	7. Normalized iris part


[image: image22.jpg]



8. The IRISCODE
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