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• Example of typical missions:

• reach/maintain a desired spatial arrangement (formation control)

• follow a reference motion (e.g., a leader)

• collectively reach a common point (rendez-vous)

• obtain optimal coverage of an area

• …

• Available technology

• sensing (onboard/offboard)

• communication (all-to-all, 1-hop, multi-hop)

• processing units (onboard/offboard)

Multi-Robot Systems
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• Ideal scenario:

• availability of relative poses w.r.t. any other robot in the group in a common inertial frame

• possibility to communicate with any other robot in the group with no delays

• unlimited memory and processing power (onboard/offboard)

• ....

• However, this is seldom the case: in many (realistic) applications several 
limitations/requirements/constraints

• Limited sensing: partial measurement of the other robot states (e.g., distance, bearing)

• Limited sensing: lack of a common shared frame

• Limited sensing: occlusions, field of view, maximum range

• Limited communication: occlusions, maximum range, delays

• Limited communication: maximum data rate

• Limited memory and processing power

Multi-Robot Systems
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Fig. 1. Mutual Localization with Anonymous Position Measures. (a) Each
robot expresses its measures in an attached frame Fi (b-e) P1, . . . , P4
are the observations of the robots R1, . . . ,R4, respectively (f) with the
reference frame F chosen w.l.o.g. to be F1, the problem is to reconstruct
the formation (including orientations and identities) of the robots.

II. PROBLEM FORMULATION

We have a group of n single-body robots in a certain spatial
arrangement on the plane. Each robot is equipped with a
sensor that provides the positions (not the orientations) of
the other robots with respect to itself; these positions are
anonymous, i.e., they are not labeled with the identity of the
robots. We want to identify conditions under which the spa-
tial arrangement of the group can be uniquely reconstructed
(up to roto-translations) from the knowledge of all sensory
data. Below, we give a formal statement of this problem.

The i-th robot Ri, i = 1, . . . , n, is a planar rigid body with
an attached frame Fi (see Fig. 1a). The pose xi = (pi, ✓i) of
Ri is an element of R2⇥S1, with pi representing the origin1

of Fi expressed in a reference frame F and ✓i the orientation
of Fi w.r.t. F . Since R2 ⇥ S1 is homeomorphic to SE(2),
any pose may also be interpreted as a roto-translation.

A formation is a set of n poses {x1, . . . , xn} in F , with
xi assigned to Ri. Since we are interested in computing the
group formation up to roto-translations, we can set w.l.o.g.
F = F1, so that x1 = ((0 0)

T , 0). This means that all
formations will be expressed in the frame attached to R1.
Clearly, all results can be expressed in another frame F 0

provided that the pose of R1 w.r.t. F 0 is known.
Let R(�) 2 SO(2) denote the rotation matrix associated

to an angle �. As in [11] and [13], we denote by xa � xb

and xa  xb, respectively, the composition and the inverse
composition of two poses, defined by the following formulas:

xa � xb = (pa + R(✓a)pb, ✓a + ✓b)

xa  xb = (R(�✓b)(pa � pb), ✓a � ✓b).

Operators � and  are also used to compose two-
dimensional position vectors with three-dimensional poses.

1For simplicity, we use the same symbol (e.g., p) to indicate a point and
its Cartesian coordinates; the actual meaning will be clear from the context.

In particular, given the coordinates p of a point expressed in
Fi, whose pose w.r.t. F is xi, the operation xi� p gives the
coordinates of the same point expressed in F . Conversely,
given xi and the coordinates p of a point expressed in
F , the operation p  xi gives the coordinates of the same
point expressed in Fi, whose pose w.r.t. F is xi. These
operators may also be used with a set P of points, by letting
xi�P := {xi�p | p 2 P}, and P  xi := {p xi | p 2 P}.

An observation Pi is a set of n distinct points in R2,
one of which is always the origin. It represents the positions
of the robots as measured by the i-th robot, i.e., relative to
Fi. Apart from the origin, which stands for Ri itself, Pi

does not convey any information about the identity of the
robot located at a certain point (anonymity), nor about its
orientation. Note also that all the observations of a given
group are the same up to roto-translations. See Fig. 1b–e for
examples of observations.

Problem 1 (Mutual Localization with Anonymous Position
Measures). Given n observations P1, . . . , Pn, find all the

possible pairs of functions

p̂ : {2, . . . , n}! P1\(0 0)

T

ˆ✓ : {2, . . . , n}! [0, 2⇡),

with p̂ bijective, such that

P1  x̂i = Pi i = 2, . . . , n, (1)

where x̂i := (p̂(i), ˆ✓(i)).

Function p̂ assigns each point of P1 (with the exception
of the origin) to one and only one robot in {R2, . . . ,Rn},
whose orientation is then defined by ˆ✓ (see Fig. 1b). Note that
R1 is directly associated to the origin, with orientation equal
to zero, in all solutions to the problem. Stated differently,
Problem 1 consists in finding all the formations {x̂1 =

((0 0)

T , 0), x̂2 . . . , x̂n} that are compatible with the given
observations, i.e., satisfy (1) (see Fig. 1f).

In general, a solution to Problem 1 may exist or not. In the
following, we assume that each observation Pi, i = 1, . . . , n,
has been gathered by robot Ri with reference to the same
spatial arrangement of the group. This is sufficient to claim
that Problem 1 admits at least one solution.

III. UNIQUE SOLVABILITY, STRUCTURE AND NUMBER
OF SOLUTIONS

In this section we give a necessary and sufficient condition
for the unique solvability of Problem 1 (Proposition 1), an
associated test (Proposition 2), and a quantitative and quali-
tative characterization of the solutions (Propositions 3 and 4).
In particular, we show that the problem is uniquely solvable
if and only if the set of points represented by observation
P1 does not have a rotational symmetry (remember that all
observations are the same up to roto-translations). Further-
more, we show that in the case of non-unique solvability the
number of solutions increases factorially with n, the number
of robots. To establish these results, we first recall a few
basic concepts on rotational symmetry.
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(Multi-)Flying Robots
• Many possible real-world applications (and big interest from non-academic public)

• However, still many challenges to be solved, especially in unstructured environments

• Just to cite a few:

• Reliable flight control in harsh conditions

• Robust state estimation from (mainly) onboard sensing (e.g., vision)

• Mission control: where to go and what to do ?

• Task/resource allocation, decision making, etc.
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Local autonomy

Human assistance



Human
Operator Haptic 

Interface

Communication 
Channel

Multi-UAV
System Remote

Environment

• Remote multi-UAVs possess
local autonomy

• Keep the formation 
• Avoid obstacles
• Perform local tasks
• Gather a map
• Pick and place operations
• Cooperative Grasping

• Human operator gives high-level 
motion commands and receives a 
suitable force feedback

Shared Control of
Multiple Aerial Robots
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Two Possible Approaches

Constant Topology Unconstrained Topology

• General “tele-navigation” framework
• Basis for building any higher-level exploration or generic cooperative task
• In general, force feedback = mismatch between commanded “motion task” and

its actual realization



Constant Topology using Distances

• The human operator commands the collective motion (a common velocity vector)

• Obstacle avoidance is taken into account

• The instantaneous mismatch between command and executed motion becomes a force cue

• Requires knowledge of relative positions in a common shared frame

11ICRA 2011, T-MECH 2013



Unconstrained Topology using Distances
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• Range and visibility determine presence of inter-robot “interaction” (spring-like couplings)
• Force-feedback = instantaneous mismatch between commanded and actual leader velocity
• Requires knowledge of relative positions in a common shared frame

ICRA 2011, IROS 2011
ICRA 2012, TRO 2012



Maintenance of Global Properties
• Previous works exploit several assumptions, e.g.,

• availability of the full relative position among neighboring pairs (despite controlling distances)

• possibility to continuously share information during the task

• Two main global/architectural properties of the underlying (sensing/communication) graph are 
of help for an actual decentralized implementation

• Graph connectivity

• Graph rigidity

• Limited sensing/communication and limited computing power/memory -> need of 
decentralized (scalable) control/estimation algorithms

• Avoid measurement of the state of the whole group

• Keep a           complexity per neighbor

• Need to preserve group connectivity for allowing propagation of information

13

O(1) 3

1

2

4
5



Connectivity Maintenance

• Group connectivity is a necessary condition for allowing a group 
or robots achieving a common task by resorting to only local 
information

• Extension able to enforce connectivity maintenance while still 
allowing (almost) arbitrary splits and joins

• Especially relevant when the graph topology is dictated by 
sensing constraints

• Based on (decentralized) “gradient control” of the
connectivity eigenvalue
(second smallest eigenvalue of the graph Laplacian )
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Connectivity Maintenance

RSS 2011, ICRA 2013, IJRR 2013



• Assume the robot group can measure some function of their relative pose with onboard sensing 
(e.g., relative distance, relative bearings)

• Relative localization

• Available measurements -> reconstruction of the current robot relative poses in a common 
shared frame

• Formation control

• Regulation of the available measurements -> reaching the desired robot poses in a common 
shared frame 

• Need to preserve formation rigidity (~ allow for cooperative localization in a
common reference frame from onboard relative and partial sensing)

Formation Control and Localization

16



Rigidity

• A “framework” (graph + agent poses) is rigid if it cannot be deformed “while 
preserving the pair-wise geometrical constraints”

• Complete graph: need to measure/control/enforce  
constraints (the complexity is           )

• However, framework rigidity is often possible with only a            set of constraints

• Distance constraints on the plane

v1 v2

v3 v4

v1 v2

v3 v4

v1 v2

v3 v4

N = 4 6 5

3N = 3

N = 10 45 17
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Rigidity: what for ?
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• Formation control

• Regulation of inter-robot constraints = 
the desired robot positions (shape) can be reached

• Relative localization (in a common shared frame)

• Measurement of inter-robot constraints =
the current robot positions (shape) can be reconstructed

• And, again, no need of a complete interaction graph

• Linear complexity          vs. quadratic complexityO(N) O(N2)



Rigidity Maintenance with Distance Constraints

• Rigidity controller maintains formation rigidity
• Decentralized estimation of relative positions from

measured relative distances 
• Relative positions used by the rigidity controller

19

• Rigidity Matrix
(~ Laplacian matrix        )

• “Rigidity eigenvalue”

• Gradient-like control

• Decentralized  implementation
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CDC 2012, RSS 2012,
CDC 2015, IJRR 2015
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• Use relative bearings (unit vectors in 3D) for 
formation control

• Relative bearings can be directly
retrieved from onboard cameras

• Lack of metric (distance) measurements

• The spatial formation is defined up to 5 
dofs:

• Collective translation vel.
• Synchronized expansion rate
• Synchronized rotation rate

• The human operator controls these 5 dofs
with 2 haptic devices

• Force feedback: mismatch between the 
desired and actual commands

Constant Topology using Bearings
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• The free dofs of a formation of UAVs are controlled by a human operator

• The instantaneous mismatch between commands (in terms of changes in formation 
shape) and actual motion becomes a force cue

21IJRR 2012



• Similarly to the distance case, one can also define a notion of Bearing Rigidity

• Fundamental property for ensuring convergence of formation control and relative localization
from measured bearings

• If the formation is (bearing-)rigid, one can recover the relative pose of each robot in a 
common frame (up to a scalar factor)

• Similar characterization via the spectral properties of a Bearing Rigidity Matrix

• However, the bearing case is more involved because bearings are vector measurements

- must take care of which frame the bearings are expressed in (usually body-frame of each agent)

• Also: they are (usually) non-reciprocal measurements because of the camera limited fov (directed sensing 
topology)

Bearing Rigidity Maintenance
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• Maintenance action based on the maximization of the sixth smallest eigenvalue of

• Indeed, a framework in                 is bearing rigid iff

• Possibility to include several sensing/communication constraints among robot pairs:

• Maximum/minimum range

• Limited field of view

• Occluded visibility

Bearing Rigidity Maintenance
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Bearing Rigidity Maintenance

24ICRA 2017



Shared control with integral feedback
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• Parametric path

• The human user can modify some global properties of the path

• An autonomous corrector takes care of dynamic feasibility and obstacle avoidance

• Haptic cues proportional to the integral mismatch between commanded (blue) and 
actual (red) paths

• Can inform about future consequences of human operator’s actions
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Shared control with integral feedback

26IROS 2012, ICRA 2014



Future Perspectives
• From “partially controlled” lab conditions…

…to real-world scenarios

• Address (complex) challenges on perception/decision making

• Rely on “own” skills such as local sensing/communication

• Avoid “global/centralized” aids (common ref frame, knowledge of global group properties)

• Sensory limitations (state-dependent constraints such as, e.g., occlusions, max range)

• Multi-robot redundancy for dealing with individual sensor limitations

27



Future Perspectives
• Example: shared exploration of “complex” environments with a team of ground/flying robots

• Use of onboard sensing (mainly vision) and inter-robot communication for: 

• robust navigation (obstacle avoidance, state estimation, detection of other robots in the scene)

• formation control (keeping a desired spatial arrangement)

• flexible maintenance of global properties (connectivity, rigidity)

• ANR JC Project SenseFly (2015-2018) Sensor-Based Flying Multi-Robot System

• Exploit group of quadrotors as “portable GPS/Vicon” system

• Provide flexible “localization services”

!

SenseFly(–(AAP(CE27(–(Edition(2014((! !! !!

!

AAP!GÉNÉRIQUE!
EDITION!2014!

PROJET!SENSEFLY!!!!!!!!!!!!!!!!!!!!DÉFI:!SOCIÉTÉ!DE!L’INFORMATION!ET!DE!LA!
FULL!PROPOSITION!!!!!!!!!!!!!!!!!!COMMUNICATION!(3.7)!

7!

conditions.!And!this!gap!is!due!to!existing!methodological,!algorithmic!and!implementative!limitations!that!
still!need!to!be!overcome.!
!
The! goal! of! the! SenseFly! project! is! therefore! to! advance! this! state@of@the@art! by! contributing! to! the!
conception,!development!and!actual!testing!of!novel!algorithms!for!allowing!a!group!of!multiple!robots!to!
autonomously!navigate! in!unknown,!unstructured!and!cluttered!environments!by!solely!resorting!to!their!
“local!skills”!(local!sensing!and!local!communication).!!
As!actual!robotic!platform!and!technological!demonstrator,!SenseFly!will!make!use!of!a!team!of!quadrotor!
Micro!Aerial!Vehicles!(MAVs),!see!Fig.!3!@@!a!widespread!and!easily!customizable!mobile!robotic!platform!
with! low! cost,! high! agility! and! pervasiveness! in! 3D! space.! SenseFly! will! then! focus! on! the! design! and!
implementation!of!fully!decentralized!and!sensorKbased!collective!sensing/control!strategies!for!a!group!of!
quadrotor! MAVs! by! mainly! resorting! to! onboard! cameras! (visual! feedback),! IMUs! and! local!
communication!(e.g.,!bluetooth!communication,!wireless!networks),!thus!aiming!at!going!well!beyond!the!
current!state@of@the@art!in!multi@UAV!research.!!
!
!
!
!
!
!
!
!
!
As! a! concrete! application! of! the! project! results,! SenseFly! will! aim! at! exploiting! the! MAV! group! as! a!
versatile!and!mobile!localization!system!able!to!provide!localization!services!to!other!robots!in!visibility!of!
some! of! the! MAVs! by! only! exploiting! the! group! local! sensing! and! communication,! and! despite! the!
limitations! of! the! individual! onboard! sensors! (e.g.,! pair@wise! occlusions! or! limited! visibility! among! team!
members).! This! will! effectively! result! in! an! autonomous! flying! mobile! localization! system! ready! to! be!
deployed!in!complex/cluttered!indoor/outdoor!non@engineered!environments,!thus!freeing!from!the!need!
of!relying!on!complex!external!(Vicon@like)!facilities!or!possibly!unreliable!services!(GPS)!by!solely!relying!on!
the!group!skills.!
!
2.3. STATE-OF-THE-ART AND PROJECT PLANNED ADVANCEMENTS 
The!SenseFly!project!aims!at!demonstrating!a!fully!decentralized!and!sensor@based!multi@MAV!group!able!
to!autonomously!navigate! in!unstructured!environments!by!only!resorting!to! local!sensing!(mainly!vision)!
and!local!communication.!This!of!course!also!implies!the!ability!to!cope!with!all!the!unavoidable!hardware!
limitations! of! onboard! sensing! (e.g.,! limited! visibility,! occlusions,! delays),! as! well! as! the! algorithmic!
challenges! due! to! a! local! and! decentralized! design/implementation.! In! order! to! achieve! these! goals,! a!
number!of!steps!must!be!addressed!by!the!project.!!

Individual!flight!control!
A!first!requirement!is!of!course!the!basic!ability!for!a!MAV!to!autonomously!control!its!motion!in!space.!As!
flight!control!for!quadrotor!MAVs!is!nowadays!a!solved!problem!(at!least!in!indoor/controlled!settings),!the!
main!challenge!here!is! in!developing!robust!methods!to!recover!the!MAV!state!with!the!onboard!sensors!
(e.g.,! relative! position!w.r.t.! other!MAVs! or! obstacles,!MAV!orientation,!MAV! velocity! over! ground).! The!
problem!will!be!addressed!at!different!levels!of!complexities!by!trying!to!find!the!most!efficient!and!robust!
solutions! (e.g.,! by! avoiding,! as!much! as! possible,! complex! SLAM@like!methods).! For! instance,! in! order! to!
control!the!robot!self@motion,!use!of!a!downlooking!camera!has!widely!proven!to!be!a!viable!and!robust!
option! in! approximately! planar! environments! by! exploiting! decomposition! of! the! perceived! optical! flow!

Figure'3:'Three'examples'of'commercially'available'quadrotor'MAVs'differing'in'their'size'and'onboard'
sensing'capabilities'

!

SenseFly(–(AAP(CE27(–(Edition(2014((! !! !!

!

AAP!GÉNÉRIQUE!
EDITION!2014!

PROJET!SENSEFLY!!!!!!!!!!!!!!!!!!!!DÉFI:!SOCIÉTÉ!DE!L’INFORMATION!ET!DE!LA!
FULL!PROPOSITION!!!!!!!!!!!!!!!!!!COMMUNICATION!(3.7)!

7!

conditions.!And!this!gap!is!due!to!existing!methodological,!algorithmic!and!implementative!limitations!that!
still!need!to!be!overcome.!
!
The! goal! of! the! SenseFly! project! is! therefore! to! advance! this! state@of@the@art! by! contributing! to! the!
conception,!development!and!actual!testing!of!novel!algorithms!for!allowing!a!group!of!multiple!robots!to!
autonomously!navigate! in!unknown,!unstructured!and!cluttered!environments!by!solely!resorting!to!their!
“local!skills”!(local!sensing!and!local!communication).!!
As!actual!robotic!platform!and!technological!demonstrator,!SenseFly!will!make!use!of!a!team!of!quadrotor!
Micro!Aerial!Vehicles!(MAVs),!see!Fig.!3!@@!a!widespread!and!easily!customizable!mobile!robotic!platform!
with! low! cost,! high! agility! and! pervasiveness! in! 3D! space.! SenseFly! will! then! focus! on! the! design! and!
implementation!of!fully!decentralized!and!sensorKbased!collective!sensing/control!strategies!for!a!group!of!
quadrotor! MAVs! by! mainly! resorting! to! onboard! cameras! (visual! feedback),! IMUs! and! local!
communication!(e.g.,!bluetooth!communication,!wireless!networks),!thus!aiming!at!going!well!beyond!the!
current!state@of@the@art!in!multi@UAV!research.!!
!
!
!
!
!
!
!
!
!
As! a! concrete! application! of! the! project! results,! SenseFly! will! aim! at! exploiting! the! MAV! group! as! a!
versatile!and!mobile!localization!system!able!to!provide!localization!services!to!other!robots!in!visibility!of!
some! of! the! MAVs! by! only! exploiting! the! group! local! sensing! and! communication,! and! despite! the!
limitations! of! the! individual! onboard! sensors! (e.g.,! pair@wise! occlusions! or! limited! visibility! among! team!
members).! This! will! effectively! result! in! an! autonomous! flying! mobile! localization! system! ready! to! be!
deployed!in!complex/cluttered!indoor/outdoor!non@engineered!environments,!thus!freeing!from!the!need!
of!relying!on!complex!external!(Vicon@like)!facilities!or!possibly!unreliable!services!(GPS)!by!solely!relying!on!
the!group!skills.!
!
2.3. STATE-OF-THE-ART AND PROJECT PLANNED ADVANCEMENTS 
The!SenseFly!project!aims!at!demonstrating!a!fully!decentralized!and!sensor@based!multi@MAV!group!able!
to!autonomously!navigate! in!unstructured!environments!by!only!resorting!to! local!sensing!(mainly!vision)!
and!local!communication.!This!of!course!also!implies!the!ability!to!cope!with!all!the!unavoidable!hardware!
limitations! of! onboard! sensing! (e.g.,! limited! visibility,! occlusions,! delays),! as! well! as! the! algorithmic!
challenges! due! to! a! local! and! decentralized! design/implementation.! In! order! to! achieve! these! goals,! a!
number!of!steps!must!be!addressed!by!the!project.!!

Individual!flight!control!
A!first!requirement!is!of!course!the!basic!ability!for!a!MAV!to!autonomously!control!its!motion!in!space.!As!
flight!control!for!quadrotor!MAVs!is!nowadays!a!solved!problem!(at!least!in!indoor/controlled!settings),!the!
main!challenge!here!is! in!developing!robust!methods!to!recover!the!MAV!state!with!the!onboard!sensors!
(e.g.,! relative! position!w.r.t.! other!MAVs! or! obstacles,!MAV!orientation,!MAV! velocity! over! ground).! The!
problem!will!be!addressed!at!different!levels!of!complexities!by!trying!to!find!the!most!efficient!and!robust!
solutions! (e.g.,! by! avoiding,! as!much! as! possible,! complex! SLAM@like!methods).! For! instance,! in! order! to!
control!the!robot!self@motion,!use!of!a!downlooking!camera!has!widely!proven!to!be!a!viable!and!robust!
option! in! approximately! planar! environments! by! exploiting! decomposition! of! the! perceived! optical! flow!

Figure'3:'Three'examples'of'commercially'available'quadrotor'MAVs'differing'in'their'size'and'onboard'
sensing'capabilities'

!

SenseFly(–(AAP(CE27(–(Edition(2014((! !! !!

!

AAP!GÉNÉRIQUE!
EDITION!2014!

PROJET!SENSEFLY!!!!!!!!!!!!!!!!!!!!DÉFI:!SOCIÉTÉ!DE!L’INFORMATION!ET!DE!LA!
FULL!PROPOSITION!!!!!!!!!!!!!!!!!!COMMUNICATION!(3.7)!

7!

conditions.!And!this!gap!is!due!to!existing!methodological,!algorithmic!and!implementative!limitations!that!
still!need!to!be!overcome.!
!
The! goal! of! the! SenseFly! project! is! therefore! to! advance! this! state@of@the@art! by! contributing! to! the!
conception,!development!and!actual!testing!of!novel!algorithms!for!allowing!a!group!of!multiple!robots!to!
autonomously!navigate! in!unknown,!unstructured!and!cluttered!environments!by!solely!resorting!to!their!
“local!skills”!(local!sensing!and!local!communication).!!
As!actual!robotic!platform!and!technological!demonstrator,!SenseFly!will!make!use!of!a!team!of!quadrotor!
Micro!Aerial!Vehicles!(MAVs),!see!Fig.!3!@@!a!widespread!and!easily!customizable!mobile!robotic!platform!
with! low! cost,! high! agility! and! pervasiveness! in! 3D! space.! SenseFly! will! then! focus! on! the! design! and!
implementation!of!fully!decentralized!and!sensorKbased!collective!sensing/control!strategies!for!a!group!of!
quadrotor! MAVs! by! mainly! resorting! to! onboard! cameras! (visual! feedback),! IMUs! and! local!
communication!(e.g.,!bluetooth!communication,!wireless!networks),!thus!aiming!at!going!well!beyond!the!
current!state@of@the@art!in!multi@UAV!research.!!
!
!
!
!
!
!
!
!
!
As! a! concrete! application! of! the! project! results,! SenseFly! will! aim! at! exploiting! the! MAV! group! as! a!
versatile!and!mobile!localization!system!able!to!provide!localization!services!to!other!robots!in!visibility!of!
some! of! the! MAVs! by! only! exploiting! the! group! local! sensing! and! communication,! and! despite! the!
limitations! of! the! individual! onboard! sensors! (e.g.,! pair@wise! occlusions! or! limited! visibility! among! team!
members).! This! will! effectively! result! in! an! autonomous! flying! mobile! localization! system! ready! to! be!
deployed!in!complex/cluttered!indoor/outdoor!non@engineered!environments,!thus!freeing!from!the!need!
of!relying!on!complex!external!(Vicon@like)!facilities!or!possibly!unreliable!services!(GPS)!by!solely!relying!on!
the!group!skills.!
!
2.3. STATE-OF-THE-ART AND PROJECT PLANNED ADVANCEMENTS 
The!SenseFly!project!aims!at!demonstrating!a!fully!decentralized!and!sensor@based!multi@MAV!group!able!
to!autonomously!navigate! in!unstructured!environments!by!only!resorting!to! local!sensing!(mainly!vision)!
and!local!communication.!This!of!course!also!implies!the!ability!to!cope!with!all!the!unavoidable!hardware!
limitations! of! onboard! sensing! (e.g.,! limited! visibility,! occlusions,! delays),! as! well! as! the! algorithmic!
challenges! due! to! a! local! and! decentralized! design/implementation.! In! order! to! achieve! these! goals,! a!
number!of!steps!must!be!addressed!by!the!project.!!

Individual!flight!control!
A!first!requirement!is!of!course!the!basic!ability!for!a!MAV!to!autonomously!control!its!motion!in!space.!As!
flight!control!for!quadrotor!MAVs!is!nowadays!a!solved!problem!(at!least!in!indoor/controlled!settings),!the!
main!challenge!here!is! in!developing!robust!methods!to!recover!the!MAV!state!with!the!onboard!sensors!
(e.g.,! relative! position!w.r.t.! other!MAVs! or! obstacles,!MAV!orientation,!MAV! velocity! over! ground).! The!
problem!will!be!addressed!at!different!levels!of!complexities!by!trying!to!find!the!most!efficient!and!robust!
solutions! (e.g.,! by! avoiding,! as!much! as! possible,! complex! SLAM@like!methods).! For! instance,! in! order! to!
control!the!robot!self@motion,!use!of!a!downlooking!camera!has!widely!proven!to!be!a!viable!and!robust!
option! in! approximately! planar! environments! by! exploiting! decomposition! of! the! perceived! optical! flow!

Figure'3:'Three'examples'of'commercially'available'quadrotor'MAVs'differing'in'their'size'and'onboard'
sensing'capabilities'
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Future Perspectives
• Extend the results from navigation/exploration tasks to interaction with the environment

• Manipulation, transportation, grasping, etc. 

• Some active groups (LAAS, DLR, SNU, ANU)

• Exciting times ahead of us !
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A Force-based Bilateral Teleoperation Framework for Aerial Robots in
Contact with the Environment

Guido Gioioso1,2, Mostafa Mohammadi1,2, Antonio Franchi3,4 and Domenico Prattichizzo1,2

Abstract— In this paper a novel teleoperation framework
for aerial robots that physically interact with the environment
is presented. This framework allows to teleoperate the robot
both in contact-free flight and in physical contact with the
environment in order, e.g., to apply desired forces on objects of
the environment. The framework is build upon an impedance-
like indirect interaction force controller that allows to use
standard underactuated aerial robots as force effectors. Haptic
(bilateral) feedback from the master side enables the user to feel
the contact forces exerted by the robot. An automatic potential
field-based slowing-down policy is used by the robot to ensure
a smooth transition between the contact-free motion phase and
the force interaction phase. The effectiveness of the approach
has been shown in extensive human-in-the-loop simulations
including remote pressing of buttons on a surface and pushing
a cart until it touches a wall.

I. INTRODUCTION
Most of the applications designed for aerial robots, also

known as Unmanned Aerial vehicles (UAVs), concern in-
spection and surveillance of places inaccessible by humans
or grounded vehicles. The possibility of letting aerial robot
interact with the environment opens an additional wide set of
potential applications for aerial robots like, e.g., maintenance,
construction, cooperative grasping and transportation.

The problem of modeling and control of an aerial robot
interacting with objects and surfaces in the surroundings
has been faced in some very recent projects [1], [2]. In [3]
a delta-shaped structure has been mounted on a quadrotor
to apply forces on the environment using a passivity-based
controller. One-dimensional manipulation of a cart performed
by one or two quadrotors, equipped with rigid and passive
tools, has been studied in [4]. A hybrid force/motion control
for a quadrotor with a rigid tool attached on it applying
forces on external environment has been presented in [5].
A standard near-hovering controller has been used instead
in [6] to let a quadrotor UAV apply a desired 3D force on a
surface by means of a rigidly attached passive tool.

Most of the UAVs’ real applications, requiring or not
the physical interaction of the robots with the surrounding
objects, take place in unstructured, uncertain and unknown
environments. This could make the fully-autonomous control
of the UAVs practically unreliable. The human intervention
thus becomes advisable to handle uncertainty issues.

Moreover, providing the human operators with an intuitive
and natural interface to control the vehicle would open

1Department of Information Engineering and Mathematics, University
of Siena, via Roma 56, 53100 Siena, Italy. [gioioso, mohammadi,

prattichizzo]@dii.unisi.it

2Department of Advanced Robotics, Istituto Italiano di Tecnologia, via
Morego 30, 16163 Genova, Italy.

3CNRS, LAAS, 7 avenue du colonel Roche, F-31400 Toulouse, France
4Univ de Toulouse, LAAS, F-31400 Toulouse, France afranchi@laas.fr

Force feedback

Desired
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Fig. 1: Schematic representation of the proposed teleoperation
framework.

the possibility of tele-operating UAVs also to users with
no particular piloting skills. Several possible bilateral tele-
operation schemes using haptic feedback to steer single or
multiple UAVs have been proposed in the last decade. In [7]
an impedance controller is presented that allows quadrotor
teleoperation with haptic feedback to the pilot that was able
to steer the vehicle, avoiding collisions with obstacles in
the environment. In [8] an admittance control mode, dual to
the impedance mode, has been developed. In [9], impedance
control was used for velocity control while a force feedback
was computed using the distance from obstacles.

In [10] a multi-layer architecture was developed to steer a
formation of UAVs while perceiving the state of all (or some)
of the robots along with the presence of obstacles in the
environment. A decentralized passivity-based approach was
used in [11] in order to cope with the presence of possible
destabilizing time-varying topologies. A reactive planning
approach to bilaterally teleoperate a UAV is presented in [12]
where the human modifies the future path and receives a
integral haptic feedback related to the path flyability.

To the best of our knowledge the problem of teleoperating
UAVs able to establish contact and apply forces on objects
in the surroundings has not been yet deeply investigated.
Our main contribution is to propose a novel teleoperation
framework based on the controller presented in [6], suitable
for both contact-free tasks and arbitrary 3D force exertion
on the environment using a rigidly attached tool. The user
is provided with a force feedback proportional to the force
applied by the vehicle at the contact point (Fig. 1). An auto-
matic slowing-down policy is introduced to ensure a smooth
transition between free motion and physical interaction.

The rest of this paper is organized as follows. In Sec. II
the models of the master and the slave systems involved in
the teleoperation are described. The adopted near-hovering
controller is presented in Sec. III along with the main results
obtained in [6]. In Sec. IV the teleoperation architecture is
described. The proposed framework has been validated in
simulations whose results are described in Sec. V, while in
Sec. VI conclusions and possible future developments of the
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